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SUMMARY

Accurate modeling of rotor inflow dynamics in flight simulations is crucial

for rotorcraft performance and handling qualities evaluations. Both Pitt-Peters and

Peters-He inflow models are used to predict induced inflow distribution of a single

rotor configuration. For coaxial rotor system, most published work focus on per-

formance related studies (both experimental and numerical simulations), which are

not compatible for use in real-time rotor inflow simulations. A novel approach to

formulate a coaxial rotor inflow model from first principles by superposition of upper

and lower rotor pressure potentials is explored in this thesis. By representing both

rotors’ pressure and downwash in terms of harmonic and radial expansion terms, a

finite state coaxial rotor inflow model known as the Pressure Potential Superposition

Inflow Model (PPSIM) is developed. Steady hover inflow predictions from PPSIM

match well with results obtained from GT-Hybrid and the Viscous Vortex Particle

Method (VVPM), but differences in inflow distributions are observed in steady for-

ward flight. This is attributed to wake contractions/distortions and other real flow

effects which PPSIM does not account for.

In order to identify and incorporate real flow effects into coaxial rotor PPSIM,

VVPM induced inflow results are used for system identification. The influence coeffi-

cient matrix or L-matrix is extracted from VVPM steady-state change in pressure co-

efficients and inflow states using the least-square-fit method. The extracted L-matrix

is then compared against the original PPSIM L-matrix for calculating correction to

each element in the L-matrix. Inflow states from the L-matrix corrected PPSIM show

good correlations with VVPM inflow data, capturing wake contractions/distortions,

xiv
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wake diffusion and swirl effects in its new L-matrix. It is also found that these correc-

tion terms are insensitive to different upper and lower rotor thrust loading conditions.

A second order curve-fitted correlations between elements in the L-matrix correction

terms and rotor wake skew functions are found to simplify its implementation into

the original coaxial rotor PPSIM L-matrix.

While corrections to PPSIM L-matrix improves its steady-state inflow state cor-

relations with VVPM data, it increases phase differences between the two models

when comparing their frequency responses. To address this issue, elements in the off-

diagonal apparent mass matrix (M-matrix) blocks are modified. A system identifica-

tion tool, CIFER R© is used to minimize the cost function between L-matrix corrected

PPSIM and VVPM frequency response data over 0.35∼5.0 rad/s, which is sufficient

for flight dynamics analysis. Average cost functions corresponding to the original

PPSIM, L-matrix corrected PPSIM and the newly improved PPSIM (L-matrix cor-

rections and modifications to off-diagonal M-matrix blocks) are compared for hover

and various advance ratios. In each comparison, the improved PPSIM has the lowest

average magnitude and phase cost functions; indicating that it has the best match

with VVPM frequency response data.

The improved coaxial rotor PPSIM correctly captures complex rotor-to-rotor aero-

dynamic coupling effects in its inflow equation and can be easily implemented for

computer simulations. Furthermore, since the corrections and modifications are ap-

plied to the L- and M-matrices, respectively, its state-space structure is preserved.

This means that the improved PPSIM can also be used for eigenvalue analysis as well

as control law development in coaxial rotor aeromechanics problems.

xv
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CHAPTER I

INTRODUCTION

1.1 Motivation and background

Rotary-wing aerodynamics modeling is more complicated compared to their fixed-

wing counterpart due to the fact that vortices generated by rotor blades remain in

close proximity for a significant amount of time, inducing flow changes at the rotor.

Spatial variation of rotor inflow has significant effects on rotor performance metrics

such as thrust generation and power consumption. In addition, time variations of

rotor inflow impact rotor dynamic stability and vehicle flight dynamics [5]. As such,

accurate modeling of induced inflow variations with time and across the rotor disk is

one of the key elements in real-time rotorcraft flight simulation for both performance

and handling qualities evaluations. Inflow predictions based on momentum theory

give excellent results in hover, but are clearly inadequate in forward flight [30, 32].

On the other hand, vorticity-based method models such as the Viscous Vortex Par-

ticle Method (VVPM) [11, 10], VorTran-M/VorTran-M2 [44, 45, 46, 43] and GT-

Hybrid [27] provide a higher level of sophistication in inflow modeling. While these

approaches give accurate inflow predictions across the rotor disk, the computational

effort needed to calculate the solutions makes them difficult for use in real-time flight

simulations.

In the 1980s, Pitt and Peters developed a three-state dynamic inflow model (Pitt-

Peters inflow model) from potential flow theory [36] that relates transient rotor loads

such as thrust, aerodynamic roll moment and pitch moment to the overall inflow

responses across the rotor. Peters and He later generalized the Pitt-Peters model

with an arbitrary number of inflow harmonics and radial terms to develop what is

1
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now known as the Peters-He inflow model [8, 31]. Inflow distribution predictions

from the Peters-He inflow model correlate well with the Laser Doppler Velocimetry

(LDV) inflow measurements of an isolated rotor collected at NASA Langely wind

tunnel for various advance ratios [35]. One key aspect of Pitt-Peters and Peters-He

inflow models is that they are computationally efficient compared to other higher

fidelity models, yet still able to predict rotor inflows with reasonable accuracy. The

Pitt-Peters and Peters-He inflow models are widely used in standard rotorcraft flight

simulation software such as FLIGHTLAB R© [3] and Rotorcraft Comprehensive Analy-

sis System (RCAS) [41]. Furthermore, these dynamic inflow models are structured in

state-space form which is compatible for control law development and aeromechanics

analysis [33]. One limitation of the Pitt-Peters and Peters-He inflow models is that

they are restricted to modeling of inflows for helicopters with single rotor configura-

tion. For multi-rotor configurations such as a coaxial rotor system, other methods to

model the inflows are needed.

1.2 Literature review

Most recent published work on coaxial rotor configurations are limited to performance

related experimental and numerical studies [4, 6, 13, 21, 23, 24], which are not suitable

for real-time simulation of rotor inflows. The main challenge in coaxial rotor inflow

modeling is to account for mutual aerodynamic interference effects between upper and

lower rotors as shown in simulation studies using OVERFLOW by Yoon [49, 48]. One

approach to overcome this issue is to employ system identification techniques on an

actual coaxial rotor vehicle and extract relevant dynamic models from input-output

flight data [15, 20]. Frequency sweeps covering the range of interests are applied to

the vehicle (without any stability augmentation) collective, cyclic and pedal controls.

The resulting responses such as hub moments and body rates are recorded and filtered

to remove sensor noises. Control signals and filtered sensor measurements are input

2
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into software such as CIFER R© [40] to extract transfer functions that are used to model

the vehicle dynamics, which include the effect of upper and lower rotor aerodynamic

interference. However, such methodology is only feasible for small scale coaxial rotor

Unmanned Aerial Vehicles (UAVs) where cost and level of complexity in conducting

flight tests are relatively low. For inflow modeling of full scale coaxial rotor vehicles,

such as Sikorsky S-97 Raider, mathematical models are still the desirable option.

Zhao and He [50] enhanced the finite state dynamic wake model with VVPM

results, to account for the complex aerodynamic interference inherent to coaxial rotor

configuration. Downwash across each rotor is modeled using the Peters-He inflow

model with augmentations to the influence coefficient matrix and mass flow parameter

extracted from inflow results of a coaxial rotor model developed in VVPM simulation.

Wake distortion effects are accounted for by introducing corrections to each rotor’s

influence coefficient matrix while the impact of other rotor on its mass flow parameter

is captured by a parameter which depends on both the wake skew angle and vertical

separation distance between upper and lower rotors. By adopting this approach,

state-space form of the finite state inflow model is preserved while first order effect of

mutual aerodynamic interference on rotor inflows is captured through augmentations

to the upper and lower rotor influence coefficient matrices and mass flow parameters.

Similar to the work by Zhao, Xin et al. [47] modeled inflows across each rotor in a

coaxial rotor configuration using the Pitt-Peters inflow model. The key difference is

that no augmentations are applied to the influence coefficient matrices nor the mass

flow parameters in the upper and lower rotor inflow equations. Instead, off-rotor

induced velocities computed from inflow equations with the same state-space struc-

ture as the Pitt-Peters model are used. The apparent mass and influence coefficient

matrices for the off-disk inflow equations are extracted from induced velocities corre-

sponding to a plane above or below a single rotor model developed using a free-vortex

wake model. For example, off-disk inflow equation corresponding to a plane below
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the rotor is used to calculate interference velocities on the lower rotor based on upper

rotor pressure loading, and vice-versa. Steady rotor downwash results from the free-

vortex model are used to calculate the influence coefficient matrices corresponding to

each plane. The apparent mass matrix for each plane is identified from time history

data of mean downwash (or downwash gradients) and thrust (or hub moments) in

response to step input of collective (or cyclic pitch angles) settings of a single rotor

model. The identified apparent mass and influence coefficient matrices are precalcu-

lated and stored in a look-up table indexed by wake skew state and disk loading for

use in real-time flight simulations.

In the recent work by Rand et al. [38, 37], system identification techniques are

used to extract a finite state inflow model using results obtained from a free-wake

model. The inflow equation is similar to Pitt-Peters except that elements in the M-

and L-matrices are identified using frequency analysis. First, single frequency periodic

excitation is individually applied to each forcing component (CT, CL, CM) on each

rotor in the free-wake model. Inflow variations (λ0, λ1c, λ1s,) are computed from time

histories of the rotor inflow distributions predicted by the free-wake model. Both

cosine and sine terms are then extracted from the inflow variations using FFT which

are then used to identified elements in the M- and L-matrices at a given frequency.

This process is repeated across a range of frequencies to compute average values in

the M- and L-matrices.

On a similar token, He et al. [9] formulated a state-space rotor induced inflow

model for predicting lower rotor induced inflows using upper rotor inflow states. The

model parameters are identified using induced inflow data from VVPM simulation

runs. Pressure loading perturbations using a sinusoidal frequency sweep from steady-

state is first injected to the upper rotor. Induced velocity time histories at both rotors

are sampled and converted to inflow states. These signals are then input to CIFER R©
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for identifying parameters in the state-space model which outputs interference veloc-

ities at the lower rotor based on upper rotor inflow states. Similarly, a state-space

model for computing upper rotor interference induced velocities are also identified by

perturbing lower rotor pressure loading.

Although the work by Zhao and Xin have shown some promising results in mod-

eling inflows of a coaxial rotor configuration, the governing equations they used are

loosely based on finite state single rotor inflow models. Both the augmentation and

off-rotor induced velocities approaches are somewhat ad hoc methods to include mu-

tual interference effects inherent in coaxial rotor systems into a single rotor inflow

model. The black-box system identification approach by Rand and He provided lim-

ited insights on the complex mutual interference effects within a coaxial rotor system.

A more general approach to model coaxial rotor inflows is to develop a finite state dy-

namic inflow model analytically from first principles, taking into account the rotors’

interference effects in the inflow equation.

1.3 Objective

It can be concluded from the literature reviews conducted in section 1.2 that more

work are still needed to model rotor inflows beyond single rotor configurations in

real-time flight simulations. As such, the purpose of this thesis is to develop method-

ologies for modeling rotor inflows of a coaxial rotor system. Specifically, the following

objectives are to be examined,

1. Develop a finite state coaxial rotor dynamic inflow model from first principles.

2. Evaluate steady inflow predictions from the coaxial rotor inflow model against

results from higher fidelity models.

3. Incorporate real flow effects, such as wake contractions/distortions and diffusion

into the coaxial rotor inflow model and re-evaluate its steady-state responses.
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4. Improve dynamic characteristics of the coaxial rotor inflow model through cor-

relations with higher fidelity model frequency responses.
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CHAPTER II

FINITE STATE DYNAMIC INFLOW MODEL

In formulating the finite state dynamic inflow model, it is assumed that wakes gener-

ated by rotor disks are incompressible. In addition, flows around the actuator disks

are assumed to be irrotational, i.e. no viscous effects.

2.1 Governing equations

The continuity and momentum equations are simplified for flows that are incompress-

ible, inviscid and irrotational

~∇ · ~v = 0 (1)

∂~v

∂t̄
− V∞

∂~v

∂ξ
= −~∇Φ (2)

where ~v is the perturbation velocity vector, t̄ is the non-dimensional time, V∞ is the

free-stream velocity, ξ is the streamline coordinates and Φ is the pressure. From

the momentum equation shown in Eq. (2), it is observed that spatial variation of

pressure can be considered as the superposition of contributions from a term due to

local unsteadiness of the flow field and another term due to gradient of velocity along

the streamline coordinates (convection). As such, the pressure term is divided into

two parts; one part due to unsteadiness (ΦA) and one part due to convection (ΦV ) as

shown

Φ = ΦA + ΦV (3)

In a multi-rotor system, pressure experienced by a rotor is the sum of its own pres-

sure and all other rotor pressure fields. As a consequence, the momentum equation

7



www.manaraa.com

corresponding to a multi-rotor configuration is rewritten as

∂~v

∂t̄
− V∞

∂~v

∂ξ
= −~∇(Φ1 + Φ2 + . . .+ ΦK) (4)

where the subscripts ‘1’ and ‘K’ in the pressure terms refer to rotor-1 and rotor-K

coordinates, respectively. Next, substitute the pressure term in Eq. (3) corresponding

to each rotor into Eq. (4) which results in two equations to be solved separately

−∂~v
∂t̄

= ~∇(Φ1 + Φ2 + . . .+ ΦK)A (5)

V∞
∂~v

∂ξ
= ~∇(Φ1 + Φ2 + . . .+ ΦK)V (6)

By taking the gradients of Eqs. (5) and (6) and using the continuity equation in

Eq. (1), it is clear to see that each part of the total pressure, (Φ1 + Φ2 + . . .+ ΦK)A

and (Φ1 + Φ2 + . . .+ ΦK)V satisfy the Laplace’s equation

~∇
2
(Φ1 + Φ2 + . . .+ ΦK)A = 0 (7)

~∇
2
(Φ1 + Φ2 + . . .+ ΦK)V = 0 (8)

Thus, the term (Φ1 + Φ2 + . . .+ ΦK) also satisfies the Laplace equation which implies

that Φ1, Φ2, . . ., ΦK can be represented as potential functions

~∇
2
Φ1 = 0 (9)

~∇
2
Φ2 = 0

...

~∇
2
ΦK = 0

2.2 Pressure potential and inflow distribution expansions

Now rewrite Eq. (9) in ellipsoidal coordinates (ν, η, ψ̄), the Laplace’s equations asso-

ciated with a circular disk is solved analytically by separation of variables method
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(see Appendix A) yielding

Φ1 =
M∑
m=0

N∑
n=m+1,m+3...

P̄m
n (ν1)Q̄m

n (iη1)[(τmcn )1 cos(mψ̄1) + (τmsn )1 sin(mψ̄1)] (10)

Φ2 =
M∑
m=0

N∑
n=m+1,m+3...

P̄m
n (ν2)Q̄m

n (iη2)[(τmcn )2 cos(mψ̄2) + (τmsn )2 sin(mψ̄2)]

...

ΦK =
M∑
m=0

N∑
n=m+1,m+3...

P̄m
n (νK)Q̄m

n (iηK)[(τmcn )K cos(mψ̄K) + (τmsn )K sin(mψ̄K)]

where P̄m
n and Q̄m

n are associated Legendre functions of the first and second kind,

respectively; τmcn and τmsn are cosine and sine parts of the pressure coefficients, re-

spectively. In Eq. (10), all terms with even values of n + m are discarded because

P̄m
n (ν) do not match the boundary condition of zero pressure at the disk edge. In ad-

dition, terms of type P̄m
n (iν) and Q̄m

n (η) are rejected as they do not give zero pressure

at infinity.

The pressure coefficients, τmcn and τmsn are calculated from blade sectional circu-

latory lift, Lq (that can be evaluated from any lifting theory) using the following

equations [34]

τ 0c
n =

1

2π

Q∑
q=1

∫ 1

0

Lq

ρΩ2R3 Ψ0
n(r̄)dr̄ (11)

τmcn =
1

π

Q∑
q=1

∫ 1

0

Lq

ρΩ2R3 Ψm
n (r̄)dr̄ cos(mΨ̄q) (12)

τmsn =
1

π

Q∑
q=1

∫ 1

0

Lq

ρΩ2R3 Ψm
n (r̄)dr̄ sin(mΨ̄q) (13)

where Q is the total number of blades, q is the blade index, ρ is air density, Ω is

the rotor’s rotational speed, R is rotor radius, r̄ is the non-dimensional blade radial

coordinate, Ψ̄q is azimuth of the qth blade and Ψm
n is an arbitrary radial distribution

function (or shaping function).

In order to establish a relation between induced downwash across lifting rotors and

pressure loading on the blades, induced flow distribution for each rotor is represented
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in terms of a harmonic variation in azimuth and a shaping function, Ψr
j ; analogous

to the expansion used for the pressure potentials

w̄1 =
M∑
r=0

N∑
j=r+1,r+3...

Ψr
j(ν1)[(αrcj )1 cos(rψ̄1) + (αrsj )1 sin(rψ̄1)] (14)

w̄2 =
M∑
r=0

N∑
j=r+1,r+3...

Ψr
j(ν2)[(αrcj )2 cos(rψ̄2) + (αrsj )2 sin(rψ̄2)]

...

w̄K =
M∑
r=0

N∑
j=r+1,r+3...

Ψr
j(νK)[(αrcj )K cos(rψ̄K) + (αrsj )K sin(rψ̄K)]

where w̄1 and w̄K are downwash corresponding to rotor-1 and rotor-K, respectively;

αrcj and αrsj are unknown induced inflow states corresponding to the cosine and sine

terms, respectively. Notice from Eq. (14) that the total number of harmonic terms,

M and radial terms, N are the same as the pressure potential expansions. This is nec-

essary to relate all unknown inflow states to known pressure coefficient terms so that

induced downwash can be calculated from given rotor pressure loading. It is found

that the following shaping function provides good on-disk downwash predictions [28]

Ψr
j(ν) =

P̄ r
j (ν)

ν
(15)

2.3 Multi-Rotor Pressure Potential Superposition Inflow
Model (PPSIM)

The next step is to substitute all rotors’ pressure potential in Eq. (10) and down-

wash expansions from Eqs. (14) into the z-component of Eq. (5). By making use of

the orthogonality properties of associated Legendre functions of the first kind (see
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Appendix B) and trigonometric functions, the resulting equations are

{ ∗α1} =
E11

2
{τA1 }+

E12

2
{τA2 }+ . . .+

E1K

2
{τAK} (16)

{ ∗α2} =
E21

2
{τA1 }+

E22

2
{τA2 }+ . . .+

E2K

2
{τAK}

...

{ ∗αK} =
EK1

2
{τA1 }+

EK2

2
{τA2 }+ . . .+

EKK
2
{τAK}

where {α} and {τ} are column vectors consisting of both cosine and sine terms as

shown in Eqs. (17) and (18), respectively; E11, E12, . . . , EKK are linear operations on

{τA} to obtain { ∗α}.

{αi} :=

(αrcj )i

(αrsj )i

 r = 0, 1 . . .M ; j = r + 1, r + 3 . . . N (17)

{τi} :=

(τmcn )i

(τmsn )i

 m = 0, 1 . . .M ; n = m+ 1,m+ 3 . . . N ; i = 1, 2, . . . K

(18)

Similarly, substitute Eqs. (10) and (14) into the z-component of the convective

term in Eq. (6) and using the orthogonality properties, results in the following equa-

tions

V∞{α1} =
L11

2
{τV1 }+

L12

2
{τV2 }+ . . .+

L1K

2
{τVK} (19)

V∞{α2} =
L21

2
{τV1 }+

L22

2
{τV2 }+ . . .+

L2K

2
{τVK}

...

V∞{αK} =
LK1

2
{τV1 }+

LK2

2
{τV2 }+ . . .+

LKK
2
{τVK}

where L11, L12, · · · , LKK are linear operations on {τV } to obtain {α}.

Now, combine Eqs. (16) and (19) gives
E11 · · · E1K

...
. . .

...

EK1 · · · EKK


−1

∗
α1

...

∗
αK

+ V∞


L11 · · · L1K

...
. . .

...

LK1 · · · LKK


−1

α1

...

αK

 =


τ1
2

...

τK
2

 (20)

11
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The inflow equation shown in Eq. (20) is valid for perturbations about the free-stream

velocity, V∞. A nonlinear version of Eq. (20) can be obtained by replacing V∞ with

a mass flow parameter, [Vm] and using total values of {α} and {τ} as suggested in

Ref. [35]. Finally, the Pressure Potential Superposition Inflow Model (PPSIM) is

presented as
M11 · · · M1K

...
. . .

...

MK1 · · · MKK



∗
α1

...

∗
αK

+ [Vm]


L11 · · · L1K

...
. . .

...

LK1 · · · LKK


−1

α1

...

αK

 =


τ1
2

...

τK
2

 (21)

where 
M11 · · · M1K

...
. . .

...

MK1 · · · MKK

 : =


E11 · · · E1K

...
. . .

...

EK1 · · · EKK


−1

In Eq. (21), diagonal blocks in the matrices relate self-induced inflow states to

the rotor’s pressure coefficients, similar to those used in the Peters-He inflow model.

The effect of other rotors’ pressure loading on the rotor inflow states is accounted for

by the off-diagonal blocks, capturing the complex aerodynamic interference effects

among the rotors in a multi-rotor system. The equations to compute each element

in the M- and L-matrices are given in Appendix C. In addition, [Vm] is a diagonal

matrix consisting of each rotor’s mass flow parameter, i.e. diag([Vm1], ..., [VmK ]).

2.4 Coaxial rotor PPSIM

In a coaxial rotor system, the upper rotor is denoted as rotor ‘1’ and lower rotor as

rotor ‘2’. As such, the inflow equation for coaxial rotor PPSIM [29] is simplified from

Eq. (21) and written as shown in Eq. (22). Again, equations to compute elements in
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M- and L-matrices in Eq. (22) are included in Appendix D.M11 M12

M21 M22



∗
α1

∗
α2

+

Vm1 0

0 Vm2


L11 L12

L21 L22


−1α1

α2

 =

τ1/2

τ2/2

 (22)

where

Vm : = diag(VT , V, . . . V ) (23)

V =
µ2 + (λm + λ)λ

VT
(24)

VT =
√
µ2 + λ2 (25)

λ = λm + λf (26)

2.5 Limitations of coaxial rotor PPSIM

While the theoretical formulations for both Peters-He inflow model and PPSIM are

similar, there are some drawbacks in the latter model due to its application in coaxial

rotor (or multi-rotor) systems. In particular, the limitations are,

1. The assumption of rigid, cylindrical wake geometries in a coaxial rotor system

is no longer valid in forward flight. This is because strong mutual aerodynamic

interference between the upper and lower rotors distorted the wake geometries,

especially at low advance ratios [50].

2. Time delay effects associated with propagation of upper rotor inflow perturba-

tions onto the lower rotor are not captured in PPSIM. It is assumed that upper

rotor pressure load changes have an instantaneous effect on lower rotor inflows.

Only time lag are modeled in the M-matrix.

Note that there are no closed-form solutions for off-diagonal blocks in PPSIM M- and

L-matrices. They are precomputed numerically before use in real-time simulations.

In addition, elements in L-matrix are stored in a lookup table indexed by wake skew

function, Xskew. Each set of precalculated M- and L-matrices table is only applicable
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to one coaxial rotor configuration, specifically the separation distance between upper

and lower rotors. Wake contraction effects can be taken into account by correcting

the streamline coordinates when computing the L-matrix numerically.
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CHAPTER III

EVALUATION OF COAXIAL ROTOR PPSIM STEADY

INFLOWS

Due to lack of experimental data on coaxial rotor induced inflow distributions in open

literature, the study will make use of vorticity-based method models in generating

results for comparison against the analytical coaxial rotor inflow model. One model

used is GT-Hybrid, a free-wake model developed in Georgia Tech [27] which has

shown to have good correlations in terms of thrust and torque coefficients with the

Harrington coaxial rotor wind tunnel data [14]. Next is the FLIGHTLAB Viscous

Vortex Particle Method (VVPM), a commercial software developed by Advanced

Rotorcraft Techonology (ART). Similarly, results from VVPM show good agreement

with the Haringoton coaxial rotor experimental data as well [50, 9]. As such, induced

inflow distribution results from these two models will provide a good benchmark for

evaluating the coaxial rotor PPSIM inflow predictions [17].

3.1 GT-Hybrid free-wake model

GT-Hybrid uses the Navier-Stokes solver for viscous flow over the blade and full

potential solver for far away regions. It uses the Reynolds Averaged Navier-Stokes

methodology for viscous flow over the blade in near field defined by the blade grid.

Influences of other blades and trailing vorticities in the far field wake are accounted

for by modeling them as a collection of piece-wise linear bound and trailing tip vortex

elements, respectively. This hybrid Navier-Stokes/wake modeling approach reduces

computation time because the flow field is only resolved in the blade grid rather than

the entire flow field containing the rotor system, as is typically done in wake-capturing
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software.

The three-dimensional unsteady Navier-Stokes equations are solved in the trans-

formed body-fitted coordinate system using a time-accurate, finite volume scheme. A

third order spatially accurate Roe scheme is used for computing the inviscid fluxes.

The Navier-Stokes equations are integrated in time by means of an approximate LU-

implicit time marching scheme which is first order in temporal accuracy. Viscous

non-slip boundary condition is imposed at the solid surface. The vortex model is

based on a Lagrangian wake approach where a collection of vortex elements are shed

from the rotor blade trailing edge and are convected downstream by a combination

of free-stream and self-induced velocities. The vortex filaments are allowed to move

freely in space and interact with each other, inherently capturing any wake distortion

effects in the flow field.

In addition to specifying flight conditions in GT-Hybrid, individual blade pitch

angles at each azimuth step must be predefined for one rotor revolution in an input

file before simulation. These pitch angles are held constant during the simulation

run. GT-Hybrid main output variables include the blades’ pressure loading, thrust

coefficients, wake geometry as well as wake circulation strength along the filaments.

By using the Biot-Savart law, induced velocities at the rotor plane are computed

from the wake information. Subsequently, the rotors’ pressure and induced inflow

distributions are obtained after post-processing GT-Hybrid output file.

3.2 Viscous Vortex Particle Method (VVPM)

VVPM solves for the vorticity field directly from the vorticity-velocity form of in-

compressible Navier-Stokes equations using a Lagrangian formulation. It involves

solving the governing equations in a convection-diffusion process which applies to re-

gions with vorticities only. In addition, it does not require any grid generation effort.

VVPM captures the fundamental vorticity dominated flow physics for both vorticity
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stretching and diffusion due to airflow viscosity effect.

The VVPM rotor wake model is coupled with a lifting line based blade element

model for vorticity source generation, which is directly related to blade bound cir-

culation from the Kutta-Joukowski Theorem. This allows the prescription of desired

airloads distribution across the rotor disk, without the need for airfoil properties such

as lift and drag coefficients. As such, this model can be used to simulate induced

inflows of any generic rotor blade designs. Furthermore, VVPM is fully parallelized

using both OpenMP on multi-core CPUs and CUDA on compatible GPUs, rendering

it an extremely efficient higher fidelity solution for vorticity dominated flow analysis.

The main inputs to VVPM consist of flight conditions and prescribed pressure

loading distributions on the rotor disk. In addition, pressure loading can be varied

during run time which is very useful when analysing transient responses. Minimal

post-processing effort is required since VVPM logged the rotors’ pressure loading and

induced velocities in its output file.

3.3 Comparison methodology

Since the finite state coaxial rotor PPSIM is formulated based on perturbation theory,

it is instructive to compare perturbed induced inflows between the analytical model

and GT-Hybrid/VVPM. While the most direct method for comparison of inflow dis-

tributions between different models is through contour plots of downwash variation

across the rotor disks, this approach provides very little quantitative information

about inflow differences. A more appropriate method is to compare the inflow states

computed using PPSIM and those extracted from GT-Hybrid and VVPM results.

For flight dynamics analysis, three fundamental inflow states; consisting of uniform

(α0c
1 ), fore-to-aft variation (α1c

2 ) and side-to-side variation (α1s
2 ) are extracted from

GT-Hybrid and VVPM induced inflow distribution results using Eqs. (27) through

(29) [9]. In the equations, r̄ and ψ̄ are the radial and azimuthal position of each

17



www.manaraa.com

sample flow point, respectively. The sampled downwash, w̄ is non-dimensional with

respect to the rotor tip speed. Lastly, P̄ is normalised Legendre function of the first

kind which depends on radial station only. Similarly, three inflow states are also used

in the coaxial rotor PPSIM.

α0c
1 =

1

2π

∫ 2π

0

∫ 1

0

r̄P̄ 0
1 (r̄)w̄(r̄, ψ̄)dr̄dψ̄ (27)

α1c
2 =

1

π

∫ 2π

0

∫ 1

0

r̄P̄ 1
2 (r̄)w̄(r̄, ψ̄) cos(ψ̄)dr̄dψ̄ (28)

α1s
2 =

1

π

∫ 2π

0

∫ 1

0

r̄P̄ 1
2 (r̄)w̄(r̄, ψ̄) sin(ψ̄)dr̄dψ̄ (29)

Next, pressure loading on both upper and lower rotors must be identical for all

three models. This ensures that any differences observed in the extracted inflow states

are due to different modeling approach used in each model. Pressure coefficients, τ 0c
1 ,

τ 1c
2 and τ 1s

2 are extracted from the blade sectional circulation lift, Lq using Eqs. (11)

through (13) with shaping functions given in Eqs. (30) and (31). Hence, these

pressure coefficients are used to make sure that PPSIM and VVPM are subjected to

the same rotor pressure loading as GT-Hybrid.

Ψ0
1(r̄) =

P̄ 0
1 (r̄)

ν
(30)

Ψ1
2(r̄) =

P̄ 1
2 (r̄)

ν
(31)

ν =
√

1− r̄2

As shown in Ref. [39], post-multiplying inverse of L-matrix ([L]−1) by the mass

flow parameters ([Vm]) gives better correlation with experimental data and the vortex

lattice method. As such, Eq. (22) is rewritten as shown in Eq. (32) where [Vm]′s are

on the right side of [L]−1. This version of the coaxial rotor PPSIM inflow equation is

used in this thesis.M11 M12

M21 M22



∗
α1

∗
α2

+

L11 L12

L21 L22


−1 Vm1 0

0 Vm2


α1

α2

 =

τ1/2

τ2/2

 (32)
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Mass flow parameters are not known explicitly from GT-Hybrid or VVPM output

data and is calculated by time-marching Eq. (32). Time histories of pressure coeffi-

cients are extracted from VVPM blade loading results. Induced inflow, λm for each

rotor is computed by using the relationship λm =
√

3α0c
1 given in Ref. [35] with the

respective rotor’s uniform inflow state. Based on momentum theory, both upper and

lower rotors’ wake skew angles are computed using Eq. (33). These values of wake

skew angles are used to look-up precomputed L-matrix table. Finally, time histories

of both rotors’ mass flow parameters, momentum wake skew angles and inflow states

are obtained by solving Eq. (32) through time-marching.

χmom = tan−1

(
µ

λf + λm

)
(33)

3.4 Description of procedures

The procedures used to carry out the simulations is summarized below.

1. Predetermined blade pitch angles for both upper and lower rotors are input to

GT-Hybrid and allow simulation to run for fixed number of revolutions. This

is to ensure the solutions reach steady-state condition and pressure coefficients

are extracted from GT-Hybrid rotor blade loading.

2. Same pressure coefficients are used in VVPM and coaxial rotor PPSIM simula-

tions. Steady-state induced inflow distributions over rotor planes are sampled

in VVPM.

3. Small perturbation to rotor pitch angle is injected to GT-Hybrid model and run

the simulation to steady-state. The percentage change in pressure coefficients

are computed.

4. Same pressure coefficient variations from step 3 are used in VVPM and coaxial

rotor PPSIM simulations and steady-state induced inflow results are logged.
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5. Extract inflow states (before and after perturbations) from induced inflow dis-

tributions results predicted by GT-Hybrid and VVPM.

6. Compute the percentage change in inflow states for each model.

3.5 Scope of work and simulation setup

For this study, comparison of inflow states among the three models is carried out for

hover and advance ratios from 0.07 to 0.20, which covers the typical flight envelope

of a vertical lift aircraft. In addition, only perturbation to the upper rotor collec-

tive pitch angle in GT-Hybrid is conducted. This is to study effects of upper rotor

wake interference on the lower rotor induced velocities; which possibly have signifi-

cant effects on its performance. Furthermore, lower rotor loading perturbations have

minimal impact on upper rotor induced inflows with increasing advance ratios since

its wake is swept downstream, far away from the upper rotor. A positive pitch angle

perturbation of 1 degree is used.

Geometric properties from the Harrington coaxial rotor, Rotor 1 [7] are used to

create isolated coaxial rotor models in GT-Hybrid and VVPM. The rotor radius is

12.5 ft and upper rotor is offset from the lower rotor by 2.38 ft (19 percent of rotor

radius). The rotational speed of upper and lower rotors is 37.5 rad/s. In GT-Hybrid,

a series of NACA four-digit airfoil is used to model the blade’s planform in order to

match the thickness ratio profile given in Ref. [7]. Other modeling parameters such

as vortex core size (for GT-Hybrid) and particle resolutions (for VVPM) are kept the

same as those used in Refs. [14] and [9], respectively.

In GT-Hybrid and VVPM, steady-state condition is achieved when changes to the

rotors’ thrust coefficients between revolutions are less than a specified tolerance which

is chosen to be in the order of 10−6. For coaxial rotor PPSIM, the computed inflow

states are used to check if sufficient simulation time is given for reaching steady-state

conditions.
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3.6 Comparison of steady-state inflow states change

For ease of comparison between models, perturbations in inflow states are expressed

in terms of percentage change from the respective model’s steady-state values before

step input.

∆% =
a− b
|b|
× 100% (34)

where

a = steady-state values after step input

b = steady-state values before step input

In Eq. (34), the steady-state values are averaged over ten rotor revolutions. To avoid

values of ∆% from blowing up due to division by a small number, it is intentionally

set to zero if |b| is less than some threshold. For example, if the side-to-side inflow

state is one order of magnitude less than the uniform or fore-to-aft inflow states,

value of ∆% corresponding to side-to-side inflow state is set to zero. This prevents

the percentage change in side-to-side inflow state from overshadowing other inflow

component results.

Table. 1 shows the change in upper and lower rotor pressure coefficients in hover,

corresponding to one degree step input to upper rotor collective pitch angle in GT-

hybrid coaxial rotor model. Due to aerodynamic interactions between the two rotors,

lower rotor uniform pressure coefficient is reduced by about 2.5% while a 12.5%

increase in upper rotor uniform pressure coefficient is observed. All three models are

subjected to the same pressure coefficients perturbations.

The corresponding change in inflow states due to pressure coefficient perturbations

is shown in Table. 2. Results from coaxial rotor PPSIM, GT-Hybrid and VVPM are

shown. Since the isolated coaxial rotor is operating in hover flight condition, only the

uniform inflow states are affected. Prediction from PPSIM shows a change of 3.5% in

upper rotor uniform inflow state which is comparable with both GT-Hybrid (3.6%)
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Table 1: Pressure coefficient perturbations equivalent to 1 degree upper rotor collec-
tive change in GT-Hybrid isolated coaxial rotor model

Upper rotor1 Lower rotor
Adv. ratio τ 0c

1 τ 1c
2 τ 1s

2 τ 0c
1 τ 1c

2 τ 1s
2

Hover 12.5233 0.0000 0.0000 -2.5934 0.0000 0.0000
0.07 11.3292 -0.9743 -11.8439 -1.5561 -2.0699 -0.5355
0.12 10.3317 -0.7032 -9.8060 -1.2396 -4.7735 0.2495
0.16 9.9335 0.1967 -8.7656 -0.6437 -4.2580 -0.0984
0.20 9.3225 3.8993 -7.6916 -0.6280 -5.2043 -0.2077

1Values are expressed in ∆%, using Eq. (34)

and VVPM (4.6%). Good agreement in lower rotor inflow states between PPSIM and

GT-Hybrid/VVPM are also observed.

In forward flight, collective pitch angle perturbation to upper rotor will generate

uniform, fore-to-aft and side-to-side gradient pressure coefficients change on both ro-

tors. This is clearly seen in Table. 1 where all three pressure coefficient components

in upper and lower rotors are perturbed at advance ratio of 0.07. From the table,

uniform pressure coefficient increased by 11%, a slight reduction in fore-to-aft com-

ponent of 1% and drop in side-to-side of 12%. Reduction in pressure coefficients at

the lower rotor is less than 3%. The change in upper rotor inflow states at advance

ratio of 0.07 is found in Table. 2. For uniform inflow states, GT-Hybrid, PPSIM and

VVPM results are close to each other with a maximum difference of about 0.5% be-

tween VVPM and PPSIM. PPSIM under estimated fore-to-aft inflow state compared

to both GT-Hybrid and VVPM, with a maximum difference of 1.5% between PPSIM

and VVPM. Similarly, the lower rotor uniform states for all 3 models are close to

each other. But there are considerable differences in terms of fore-to-aft gradient

inflow states between PPSIM and VVPM. In fact, differences between GT-Hybrid

and VVPM are also observed in the fore-to-aft inflow states for both upper and lower

rotors. This is because GT-Hybrid and VVPM use different approaches in modeling

rotor wakes, affecting the level of wake distortions at low advance ratios. In VVPM,
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Tip−Path−PlaneFront wake boundary Rear wake boundary

Momentum−averaged wake skew angle

Free−stream

(a) Upper rotor (Side view)

(b) Lower rotor (Side view)

Figure 1: Distorted geometries (solid line) of coaxial rotor wakes in forward flight
from GT-Hybrid at advance ratio of 0.07

viscosity effects are taken into account when solving the Navier-Stokes equations in

vorticity-velocity form to obtain each particle’s vorticity strength. On the other hand,

in free wake models, the wakes are based on potential flow theory with empirical pa-

rameters such as vortex core growth, wake dissipation, etc to account for viscous

effects. Finally, change in side-to-side inflow states are small and are dropped.

A comparison of the rotor wake geometries between momentum theory and those

extracted from GT-Hybrid at advance ratio of 0.07 is shown in Fig. 1. The front and

rear wake boundaries predicted by GT-Hybrid are different compared to momentum

theory for both upper and lower rotors as shown in Figs. 1(a) and Figs. 1(b), respec-

tively. In GT-Hybrid (or other vorticity-based method models), wake geometries are

allowed to convect freely in space based on induced velocities from the rotors and

free-stream; changing the shape of the wake boundaries. But in PPSIM, the wakes

are assumed to be rigid with skewed angles computed from momentum theory as

shown in Fig. 2.
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(a) Side view

(b) Top view

Figure 2: Tip vortex geometry of rotor wake in forward flight without wake distortion
effects [42]

Next, change in pressure coefficients and inflow states at advance ratio of 0.12

are also presented in Table. 1 and Table. 2, respectively. The three models have

similar uniform inflow states perturbations. Here PPSIM also under-estimates the

fore-to-aft inflow states, but the differences are less compared to the advance ratio

of 0.07 case. This is because at higher advance ratios, free-stream inflows are signifi-

cantly larger than induced velocities and this caused the wake geometries to resemble

that of a rigid, skewed cylindrical wake (which is assumed in PPSIM). Hence, it is

expected that inflow state results from PPSIM will have a better correlation with

GT-Hybrid/VVPM predictions at higher advance ratios. At the lower rotor, PPSIM

fore-to-aft inflow states are smaller compared to both GT-Hybrid and VVPM.

Wake geometries from both rotors at advance ratio of 0.16 extracted from GT-

Hybrid model are shown in Fig. 3. The momentum-averaged skewed wakes (dotted

line) are also superimposed onto the same figure for comparison. Here, it is clear
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Tip−Path−PlaneFront wake boundary Rear wake boundary

Momentum−averaged wake skew angle

Free−stream

(a) Upper rotor (Side view)

(b) Lower rotor (Side view)

Figure 3: Geometries (solid line) of coaxial rotor wakes in forward flight from GT-
Hybrid at advance ratio of 0.16

that the front and rear wake boundaries corresponding to GT-Hybrid are very close

to momentum theory. This observation supports the fact that inflows at higher ad-

vance ratios are dominated by free-stream component which reduces wake distortions

caused by rotor-to-rotor interference induced velocities. Finally, perturbed inflow

state results for advance ratios of 0.16 and 0.20 are also found in Table. 2. Inflow

predictions by PPSIM are comparable to both GT-Hybrid and VVPM results at these

high advance ratios. Just like previous flight conditions, change in side-to-side inflow

components are relatively small compared to uniform and fore-to-aft inflow states and

are dropped.

From the comparisons, it can be concluded that real flow effects must be in-

cluded in coaxial rotor PPSIM to improve its inflow state correlations with GT-

Hybrid/VVPM (or other higher fidelity models) data. This includes air viscosity,

wake contractions/distortions as well as wake roll-up influences on rotor induced in-

flows. The next chapter will describe how these effects are incorporated into coaxial

rotor PPSIM inflow equation, in particular the L-matrix.
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Table 2: Comparison of inflow state changes between PPSIM, GT-Hybrid and VVPM
due to pressure coefficient perturbations listed in Table.1

Upper rotor1 Lower rotor
Adv. ratio Models α0c

1 α1c
2 α1s

2 α0c
1 α1c

2 α1s
2

PPSIM 3.4113 0.0000 0.0000 3.2548 0.0000 0.0000
Hover GT-Hybrid 3.6402 0.0000 0.0000 3.5035 0.0000 0.0000

VVPM 4.5920 0.0000 0.0000 3.4046 0.0000 0.0000

PPSIM 4.1951 2.4080 0.0000 3.6846 1.7610 0.0000
0.07 GT-Hybrid 3.9625 2.7374 0.0000 3.7998 1.5948 0.0000

VVPM 4.6303 4.0089 0.0000 3.8184 4.0709 0.0000

PPSIM 4.6756 3.5631 0.0000 4.2472 3.2706 0.0000
0.12 GT-Hybrid 4.6589 4.7483 0.0000 4.8445 5.0210 0.0000

VVPM 5.1886 5.0543 0.0000 4.0899 4.3475 0.0000

PPSIM 4.8966 4.5585 0.0000 4.3051 4.8223 0.0000
0.16 GT-Hybrid 3.7037 5.1823 0.0000 4.0104 4.9212 0.0000

VVPM 5.2378 5.3031 0.0000 4.0275 4.3716 0.0000

PPSIM 4.6166 4.8279 0.0000 3.5166 4.2418 0.0000
0.20 GT-Hybrid 3.7244 4.7458 0.0000 4.2860 4.8251 0.0000

VVPM 4.8394 5.2712 0.0000 3.4630 4.0935 0.0000

1Values are expressed in ∆%, using Eq. (34)
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CHAPTER IV

CORRECTIONS TO PPSIM L-MATRIX FOR

STEADY-STATE INDUCED INFLOWS

Due to upper and lower rotor wake interactions, induced inflows at the respective

rotor planes are more complicated compared to a single rotor case. In particular

during hover and low advance ratios, induced velocities from the upper rotor affects

both its own as well as the lower rotor’s wake structure. On a similar token, the

lower rotor also changes upper rotor’s wake geometry which have an impact on the

upper rotor self-induced inflows. Furthermore, wake vortices from both rotors may

coalesce, inducing strong inflows on upper and lower rotors. These phenomena are

not taken into account in PPSIM formulation, which is based on potential flow theory.

Since the finite state coaxial rotor inflow model is formulated as a first order ordinary

differential equation, corrections due to wake contractions/distortions and other real

flow effects are applied to the influence coefficient matrix (L-matrix). The apparent

mass matrix or M-matrix only affect the dynamics part of the inflow equation. A

system identification approach is used to capture L-matrix correction terms using

higher fidelity model inflow data which is done in a two-step process [16]. First, L-

matrix is extracted from the model inflow results using the least-square-fit method.

After which, each element in the extracted L-matrix is compared against the original

coaxial rotor PPSIM formulation to compute the differences.

4.1 Extraction of L-matrix from VVPM data

The VVPM is used to generate rotor induced inflow data for L-matrix identification.

The advantage of using VVPM is the freedom to prescribe any pressure loading
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distributions on the rotor disk. In Eqs. (35) and (36), the blade lift distribution,

Lq(r̄, ψ̄q) is calculated from desired pressure coefficients, τmcn and τmsn . Using Kutta-

Joukowski Theorem, the blade bound circulation is known and used to compute the

source vorticity in VVPM. By adopting this approach, change in induced inflows

on upper and lower rotors can be directly related to one specific pressure coefficient

perturbation.

Lmcqn (r̄, ψ̄q) =
2π

Q
ρΩ2R3τmcn r̄

√
1− r̄2Ψm

n cos(mψ̄q) (35)

Lmsqn (r̄, ψ̄q) =
2π

Q
ρΩ2R3τmsn r̄

√
1− r̄2Ψm

n sin(mψ̄q) (36)

Studies conducted by Kong et al. [18, 19] showed that corrections to L-matrix

for wake distortion effects are less sensitive to different flight conditions by using

perturbed quantities. This means that perturbed values of pressure coefficients and

corresponding change in inflow states are used to compute the L-matrix, shown in

Eq. (37). In the equation, [L11]VVPM, [L12]VVPM, [L21]VVPM and [L22]VVPM are L-

matrix blocks extracted from VVPM data. Variables {∆τ1} and {∆τ2} correspond

to upper and lower rotor pressure coefficient perturbations, respectively. {∆α11}

and {∆α21} are the change in steady-state inflow states on upper and lower rotors,

respectively due to step input on the upper rotor’s pressure coefficient. Similarly,

{∆α12} and {∆α22} are the change in upper and lower rotors steady-state inflow

states, respectively because of lower rotor’s pressure coefficient perturbation. Note

that the inflow states and pressure coefficients column vectors are defined as shown

in Eqs. (38) and (39), respectively.

[L11]VVPM = 2V1{∆α11}{∆τ1}+ (37)

[L12]VVPM = 2V2{∆α12}{∆τ2}+

[L21]VVPM = 2V1{∆α21}{∆τ1}+

[L22]VVPM = 2V2{∆α22}{∆τ2}+
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where

{∆τ1}+ = [{∆τ1}T{∆τ1}]−1{∆τ1}T

{∆τ2}+ = [{∆τ2}T{∆τ2}]−1{∆τ2}T

{α} :=


α0c

1

α1c
2

α1s
2

 (38)

{τ} :=


τ 0c

1

τ 1c
2

τ 1s
2

 (39)

As seen from Eq. (37), each column in the L-matrix is calculated by perturbing

one pressure coefficient component at a time. In other words, by perturbing all six

pressure coefficients separately (three each for upper and lower rotors), the L-matrix

is computed analytically. There is no need to predetermine the L-matrix structure,

i.e. assuming there are no cosine and sine couplings. As such, it is important that only

one pressure coefficient is excited during the system identification process and VVPM

provides the means to do so. Note that steady-state values of V ′s before perturbation

are used in Eq. (37) since the perturbation approach is linearized about this flight

condition. Furthermore in real-time flight simulation applications, only V ′s at previ-

ous time step is known as the inflow states are obtained by forward time-marching.

As advance ratios increase, change in induced velocities due to perturbations will

be much smaller compared to free-stream component which dominate the mass flow

parameters.

The FLIGHTLAB coaxial rotor model used earlier to correlate inflow results with

GT-Hybrid and coaxial rotor PPSIM is used for system identification purposes. At
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each time step, induced inflows are sampled at 30 radial and 48 azimuthal locations

at each rotor plane. Both rotor induced inflows data are generated using VVPM by

adopting the procedures summarized below.

1. Load a coaxial rotor model into FLIGHTLAB scope environment.

2. Define flight advance ratio and prescribed pressure coefficients on upper/lower

rotors.

3. Run the FLIGHTLAB-VVPM coaxial rotor model until it achieves steady-state

condition.

4. Specify the pressure coefficient component to perturb and amount of step change.

5. Time march the model to remove transients due to the step input.

6. Save time histories of variables such as blade loading and induced velocities at

pre-defined flow sampling points into an output file.

4.2 Computation of L-matrix corrections, ∆L

At each advance ratio and initial upper/lower rotors prescribed pressure coefficients,

L-matrix blocks are extracted from VVPM data and compared against the original

coaxial rotor PPSIM formulation. The differences or delta L-matrix capture real flow

effects such as wake contractions/distortions, viscosity and flow swirls, not modeled

in potential flow. Corrections to each L-matrix block are computed as follows

[∆L11] = [L11]VVPM − [L11] (40)

[∆L12] = [L12]VVPM − [L12]

[∆L21] = [L21]VVPM − [L21]

[∆L22] = [L22]VVPM − [L22]

30



www.manaraa.com

where [L11], [L12], [L21] and [L22] are original coaxial rotor PPSIM L-matrices. Now

gather the delta L-matrices to form a L-matrix corrected PPSIM inflow equation as

shownM11 M12

M21 M22



∗
α1

∗
α2

+

L11 + ∆L11 L12 + ∆L12

L21 + ∆L21 L22 + ∆L22


−1 Vm1 0

0 Vm2


α1

α2

 =

τ1/2

τ2/2


(41)

4.2.1 Single rotor validation

The method of extracting a L-matrix from VVPM data is applied on a single rotor

case for validation against the Peters-He model. One rotor was removed from the

Harrington coaxial rotor FLIGHTLAB model to simulate a single rotor test case.

Only one pressure coefficient; uniform, fore-to-aft or side-to-side gradient component

is perturbed during each VVPM simulation run. Based on the least-square-fit method,

change in rotor pressure coefficient and inflow states extracted from VVPM data

(together with mass flow parameters computed using momentum theory) are used to

compute each column in the L-matrix. For example, first column of the L-matrix

is calculated if only uniform pressure coefficient is perturbed. Similarly, the second

column is analytically computed if a step change is injected to the fore-to-aft gradient

pressure coefficient only.

In this test case, the initial prescribed uniform pressure coefficient is set to be

0.003 (CT = 0.0035) while the other two components are set to zero. For each pres-

sure coefficient component perturbation, a step change of 0.0003 (10% of uniform

pressure coefficient) was used. The L-matrix extracted from VVPM data at hover

flight condition is shown in Eq. (42). Most of the off-diagonal terms are zeros, except

the coupling terms between cosine and sine parts. This is due to effect of flow swirls

where influence of cosine (sine) part of pressure loading affect the sine (cosine) inflow

states. In potential flow theory, swirls are neglected resulting in these cosine-sine cou-

pling terms to be zero. For comparison against Peters-He L-matrix, the elements are
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summarized in Table. 3. Note that only non-zero elements in the L-matrix extracted

from VVPM data are shown. The diagonal terms. L(1, 1), L(2, 2) and L(3, 3) ex-

tracted from VVPM data are very close to Peters-He inflow model with less than 5%

difference. This is likely due to errors introduced while extracting inflow states from

VVPM induced inflow distribution data using numerical double integration methods.

[L]VVPM,hover =


0.7757 0.0000 0.0000

0.0000 0.6545 −0.1772

0.0000 0.1826 0.6519

 (42)

Similarly, Table. 3 also compares the L-matrix extracted from VVPM against

Peters-He inflow model at advance ratio of 0.04. Some elements such as L(1, 1), L(2, 1)

and L(2, 2), showed lower magnitude compared to those in Peters-He L-matrix. This

indicates that uniform and fore-to-aft gradient pressure loading (thrust and pitching

moments) have smaller effects on rotor downwash in real flows compared to potential

theory. The main reason is because of higher up-wash effects near the fore disk and

blade tip regions predicted by VVPM in forward flight. Another possible reason

for this difference could be due to diffusion caused by air viscosity (since wake has

traveled downstream at advance ratio of 0.04), which is neglected in potential flow.

Interestingly, coupling effects between sine and cosine parts, i.e. L(2, 3) and L(3, 2)

have weakened compared to hover case. Lastly, L(3, 3) extracted from VVPM inflow

data is larger than Peters-He values, which is likely due to wake roll-ups generated

at the advancing and retreating sides during forward flight.

L-matrix elements extracted from VVPM data showed good match with the

Peters-He inflow model to a large extent. This means that the procedures used

to carry out the VVPM simulation and extraction of L-matrix from the data is done

correctly. With the same approach, L-matrix blocks, i.e. [L11], [L12], [L21] and [L22]

are extracted from VVPM coaxial rotor simulation data as shown in the next section.
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Table 3: Comparison of single rotor L-matrix elements

Hover
Elements1 Extracted from VVPM2 Peters-He
L(1, 1) 0.7757 0.7500
L(2, 2) 0.6545 0.6250
L(2, 3) -0.1772 0.0000
L(3, 2) 0.1826 0.0000
L(3, 3) 0.6519 0.6250

Adv. ratio = 0.04
Elements Extracted from VVPM Peters-He
L(1, 1) 0.7272 0.7500
L(1, 2) -0.2516 -0.2261
L(2, 1) 0.2412 0.4522
L(2, 2) 0.4316 0.4955
L(2, 3) -0.1329 0.0000
L(3, 2) 0.1211 0.0000
L(3, 3) 0.8396 0.7546

1First index is row number and second index is column
2Only non-zero elements in extracted L-matrix are shown
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4.2.2 Coaxial rotor

All 36 elements in the L-matrix blocks are extracted from VVPM induced inflows

by perturbing one pressure coefficient on each rotor separately. In other words, by

perturbing upper rotor pressure coefficients, elements in [L11] and [L21] are extracted

from VVPM results using the least-square-fit method. Similarly, [L12] and [L22] are

extracted from change in upper and lower rotor inflow states, respectively due to

lower rotor pressure coefficient perturbations. Both upper and lower rotors have

initial prescribed pressure coefficient of 0.003 each. A step change of 0.00015 (5%

of uniform pressure coefficient) is injected to each pressure coefficient component.

Equation (43) shows the extracted L-matrix blocks from VVPM data in hover.

[L11]VVPM,hover =


0.8615 0.0000 0.0000

0.0000 0.7164 0.1522

0.0000 −0.1628 0.7114

 (43)

[L12]VVPM,hover =


0.4172 0.0000 0.0000

0.0000 0.1333 −0.2688

0.0000 0.2521 0.1213



[L21]VVPM,hover =


1.0125 0.0000 0.0000

0.0000 0.8192 0.2284

0.0000 −0.2469 0.8060



[L22]VVPM,hover =


0.8851 0.0000 0.0000

0.0000 0.5463 −0.6473

0.0000 0.6031 0.5146


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Comparison of the extracted elements against PPSIM L-matrix in hover is pre-

sented in Table. 4. First, extracted elements L11(1, 1), L21(1, 1) and L22(1, 1) are

about 5∼15% higher compared to those predicted by PPSIM. This means that po-

tential theory slightly under-estimates effect of uniform pressure loading on both

self-induced and interference uniform inflow changes. A possible reason is effect of

wake roll-ups due to air viscosity, which remain close to the rotors during hover flight

condition. As the wake roll-ups are axi-symmetric in hover, these strong vortices in-

duced uniform inflows on both upper and lower rotors. This results in slightly higher

L11(1, 1), L21(1, 1) and L22(1, 1). Next, the cosine and sine terms along the diagonal,

i.e. indices (2,2) and (3,3) differs from PPSIM values by at most 15%, except for

L12 (relates upper rotor inflows due to lower rotor pressure loading). Due to steady

uniform downwash from upper rotor onto the lower rotor, fore-to-aft and side-to-side

perturbations will have diminished effects on upper rotor inflows. In other words,

lower rotor pressure loading effects would have diffused significantly when propagat-

ing against upper rotor downwash (which is also seen in L12(1, 1)). Finally, flow

swirls (elements in indices (2,3) and (3,2)) are seen in all extracted L-matrix blocks.

In particular, swirl effects are significant in [L22] which is expected since the lower

rotor operates within upper rotor wake, altering the flow fields at the lower rotor.

Next, L-matrix elements are extracted from VVPM data at an advance ratio of

0.12 and compared against PPSIM in Table. 5. Unlike the hover flight condition,

terms associated with uniform inflow states, i.e. indices (1,1) and (1,2) are closer to

those precomputed in PPSIM. This is because at high advance ratios, the flow field

around the rotor disks are dominated by free-stream component resulting in higher

Reynolds number compared to hover and low speeds. What this means is that the

air flow behaves more like a potential flow and air viscosity effects are diminished.

Terms related to fore-to-aft inflow states, such as indices (2,1) and (2,2) are slightly

different than what PPSIM calculated. This might be due to small wake distortion
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Table 4: Comparison of coaxial rotor PPSIM L-matrix elements in hover

Elements1 Extracted from VVPM2 PPSIM
L11(1, 1) 0.8615 0.7500
L11(2, 2) 0.7164 0.6250
L11(2, 3) 0.1522 0.0000
L11(3, 2) -0.1628 0.0000
L11(3, 3) 0.7114 0.6250

L12(1, 1) 0.4172 0.5290
L12(2, 2) 0.1333 0.3382
L12(2, 3) -0.2688 0.0000
L12(3, 2) 0.2521 0.0000
L12(3, 3) 0.1213 0.3382

L21(1, 1) 1.0125 0.9709
L21(2, 2) 0.8192 0.9118
L21(2, 3) 0.2284 0.0000
L21(3, 2) -0.2469 0.0000
L21(3, 3) 0.8060 0.9118

L22(1, 1) 0.8851 0.7500
L22(2, 2) 0.5463 0.6250
L22(2, 3) -0.6473 0.0000
L22(3, 2) 0.6031 0.0000
L22(3, 3) 0.5146 0.6250

1First index is row number and second index is column
2Only non-zero elements in extracted L-matrix are shown

36



www.manaraa.com

effects present in the coaxial rotor system at this advance ratio. Interestingly, only

fore-to-aft pressure coefficients have influences on the side-to-side inflow states, al-

though the effect is small as seen from terms with indices (3,2). Finally, side-to-side

pressure coefficient perturbation only excites side-to-side inflow states on upper and

lower rotors; with negligible effects on other inflow state components, i.e. very small

elements in indices (1,3) and (2,3). This is in agreement with the analytical coaxial

rotor PPSIM.

After conducting the analysis on extracted L-matrix elements, the next step is to

apply L-matrix corrections (∆L) on PPSIM. A step change (same magnitude used

in VVPM simulation) to one pressure coefficient component is injected to both the

original and L-matrix corrected coaxial rotor PPSIM. The resulting change in inflow

states from the two models are then compared against VVPM results to illustrate the

effectiveness of L-matrix corrections.

Figures 4 and 5 compare the change in rotors steady-state inflow states due to

individual perturbations on upper and lower rotor pressure coefficients, respectively

in hover flight condition. First, comparison of inflow state changes at hover flight

conditions due to perturbations of upper rotor pressure loading are examined. In

Fig. 4(a), appropriate corrections to the L-matrix increased the uniform inflow states

for upper and lower rotors close to what VVPM predicts. Swirl effects are also

correctly captured by the L-matrix corrected PPSIM as seen in Fig. 4(b), where

upper and lower rotor side-to-side inflow states are perturbed due to change in fore-

to-aft pressure coefficient. Similarly, side-to-side pressure coefficient also induced

fore-to-aft inflow states on both upper and lower rotors in the L-matrix corrected

PPSIM in Fig. 4(c). Next, effects of lower rotor pressure coefficient perturbations on

inflow state changes are compared in Fig. 5. As expected, corrections to the L-matrix

elements correctly captured wake diffusion effects on upper rotor inflows due to lower

rotor uniform pressure coefficient perturbations in Fig. 5(a). Lastly, Figs. 5(b) and
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Table 5: Comparison of coaxial rotor PPSIM L-matrix elements at advance ratio of
0.12

Elements1 Extracted from VVPM2 PPSIM
L11(1, 1) 0.7100 0.7500
L11(1, 2) -0.2360 -0.4041
L11(2, 1) 0.8361 0.8082
L11(2, 2) 0.1148 0.2113
L11(2, 3) 0.0823 0.0000
L11(3, 1) 0.1367 0.0000
L11(3, 2) -0.1753 0.0000
L11(3, 3) 0.8318 1.0387

L12(1, 1) 0.5276 0.5291
L12(1, 2) -0.1697 -0.2587
L12(1, 3) 0.0435 0.0000
L12(2, 1) 0.5002 0.5173
L12(2, 2) 0.0632 0.1209
L12(2, 3) -0.0379 0.0000
L12(3, 1) -0.0707 0.0000
L12(3, 2) 0.1317 0.0000
L12(3, 3) 0.5096 0.5555

L21(1, 1) 0.5979 0.6259
L21(1, 2) -0.2236 -0.4542
L21(2, 1) 0.8821 0.9085
L21(2, 2) -0.0676 -0.1919
L21(2, 3) 0.0687 0.0000
L21(3, 1) 0.1496 0.0000
L21(3, 2) -0.1600 0.0000
L21(3, 3) 0.6293 0.8778

L22(1, 1) 0.7687 0.7500
L22(1, 2) -0.2625 -0.3982
L22(1, 3) 0.0544 0.0000
L22(2, 1) 0.9600 0.7964
L22(2, 2) 0.0508 0.2234
L22(2, 3) -0.0378 0.0000
L22(3, 1) -0.1150 0.0000
L22(3, 2) 0.2165 0.0000
L22(3, 3) 0.9109 1.0266

1First index is row number and second index is column
2Only non-zero elements in extracted L-matrix are shown
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5(c) showed changes in inflow states due to lower rotor fore-to-aft and side-to-side

pressure coefficient perturbations, respectively. Here, lower rotor pressure loading

change have smaller effects on upper rotor inflow states compared to what potential

theory predicts. This is largely due to air viscosity and diffusion effects as explained

earlier. Coupling between cosine and sine parts are also seen on both upper and lower

rotors.

The comparison of inflow states between PPSIM and VVPM results at an advance

ratio of 0.12 is presented in Figs. 6 and 7. In Fig. 6(a), small differences in uniform

and fore-to-aft inflow states between original PPSIM and VVPM results are observed.

This is expected because at higher advance ratios, air viscosity have weaker effects on

flows around the rotors. In addition, elements in both upper and lower rotor mass flow

parameters are dominated by free-stream components; which means change in induced

velocities due to rotor loading perturbations are negligible. Interestingly, secondary

effects due to uniform pressure coefficient perturbations show up as small changes to

side-to-side inflow states in VVPM results. These effects on upper and lower rotors are

captured by ∆L11(3, 1) and ∆L21(3, 1), respectively (refer to Table. 5). Next, inflow

state changes due to perturbation in upper rotor fore-to-aft pressure coefficient is

shown in Fig. 6(b). Minor corrections to uniform and fore-to-aft inflow states due to

small wake distortions and secondary effects on side-to-side inflow states are are well

captured by ∆L. Lastly, side-to-side pressure coefficient perturbations mainly changes

upper and lower rotor side-to-side inflow states as seen in Fig. 6(c). Inflow state

changes due to perturbations of lower rotor pressure coefficients comparison between

L-matrix corrected, original PPSIM and VVPM are shown in Fig. 7. Similarly, minor

corrections to inflow states via ∆L improves correlations with VVPM results. Swirl

effects captured by corrections to original PPSIM L-matrix are also seen upper and

lower rotor inflow results.
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(a) Perturbation of upper rotor uniform pressure coefficient

(b) Perturbation of upper rotor fore-to-aft pressure coefficient

(c) Perturbation of upper rotor side-to-side pressure coefficient

Figure 4: Comparison of steady-state inflow states due to upper rotor pressure coef-
ficient perturbations in hover
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(a) Perturbation of lower rotor uniform pressure coefficient

(b) Perturbation of lower rotor fore-to-aft pressure coefficient

(c) Perturbation of lower rotor side-to-side pressure coefficient

Figure 5: Comparison of steady-state inflow states due to lower rotor pressure coef-
ficient perturbations in hover
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(a) Perturbation of upper rotor uniform pressure coefficient

(b) Perturbation of upper rotor fore-to-aft pressure coefficient

(c) Perturbation of upper rotor side-to-side pressure coefficient

Figure 6: Comparison of steady-state inflow states due to upper rotor pressure coef-
ficient perturbations at advance ratio 0.12
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(a) Perturbation of lower rotor uniform pressure coefficient

(b) Perturbation of lower rotor fore-to-aft pressure coefficient

(c) Perturbation of lower rotor side-to-side pressure coefficient

Figure 7: Comparison of steady-state inflow states due to lower rotor pressure coef-
ficient perturbations at advance ratio 0.12
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While comparing inflow state changes due to individual pressure coefficient per-

turbations between PPSIM and VVPM provides detailed insights to effectiveness of

L-matrix correction terms, it is useful to quantify the results into a few values for

ease of comparison among different flight conditions. In view of this, the 2-norm of

all inflow states change corresponding to original PPSIM, L-matrix corrected PPSIM

and VVPM results for every pressure coefficient perturbations are computed using

Eq. (44). Since three inflow states are used to represent induced downwash at each

rotor, the limit of summation is fixed at 6 × 6 = 36, i.e. 6 pressure coefficient per-

turbations, each with 6 inflow states corresponding to both upper and lower rotors.

Furthermore, 2-norm of inflow state differences between PPSIM and VVPM are also

calculated as shown in Eq. (45).

‖A‖2 =

√√√√ 36∑
i=1

|∆αi|2 (44)

‖∆A‖2 =

√√√√ 36∑
i=1

|∆αi,PPSIM −∆αi,VVPM|2 (45)

Values of ‖A‖2 corresponding to the original and L-matrix corrected PPSIM are

compared against VVPM results across a range of advance ratios shown in Table. 6.

Corrections to L-matrix elements in the original PPSIM are effective in reducing inflow

state differences with VVPM results. A significant portion of ‖∆A‖2 corresponding

to the original PPSIM in hover is mainly due to neglect of cosine-sine coupling effects,

although correlation of uniform inflow states with VVPM data is good. In terms of

overall trend in VVPM inflow data, it is noticed that ‖A‖2 is higher at advance ratio

of 0.07 compared to hover case. This is because in hover, coupling between pressure

coefficients and inflow states (except cosine-sine) are relatively weak. But as advance

ratio increases, coupling effects becomes significant, i.e. uniform pressure coefficient

perturbation now induces inflow state changes to uniform and fore-to-aft components.
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Table 6: Comparison of ‖A‖2 for different advance ratios with CT,1 = CT,2

Adv. ratio VVPM L-matrix corrected PPSIM Original PPSIM1

Hover 1.5322×10−3 1.5321×10−3 1.4208×10−3

( 6.7162×10−4, 43.83%)

0.07 1.7392×10−3 1.7392×10−3 1.8130×10−3

( 5.3356×10−4, 30.68%)

0.12 1.4597×10−3 1.4597×10−3 1.5864×10−3

( 4.0733×10−4, 27.90%)

0.20 9.7976×10−4 9.7971×10−4 1.0304×10−3

( 3.5996×10−4, 36.74%)

1Bracket values represent ‖∆A‖2 and ‖∆A‖2
VVPM ‖A‖2 × 100%, respectively

As such, this resulted in slight increase in ‖A‖2. As advance ratio increases to 0.12,

‖A‖2 drops which is brought about by significant decrease in induced inflows as flow

fields are dominated by free-stream component. Further increase of advance ratio to

0.20 results in larger drop in induced inflows on both upper and lower rotors, which

showed up as having the smallest ‖A‖2.

4.2.3 Sensitivity of extracted L-matrix to different initial rotor loading

The results presented so far are based on same initial upper and lower rotor uniform

pressure coefficients of 0.003. In other words, the thrust sharing ratio is unity, i.e.

CT,1/CT,2 = 1.0; where CT,1 and CT,2 corresponds to upper and lower rotor thrust co-

efficients, respectively. In real flight situations, this might not always be the case due

to balancing of upper and lower rotor torques. In particular at hover and low advance

ratios, inflows are mainly induced by rotors’ thrust coefficients. As such, a sensitivity

study is conducted to investigate how elements of extracted L-matrix from VVPM

data change with different thrust sharing ratios at different advance ratios. From ex-

periments conducted on isolated coaxial rotors [23, 4], upper rotor thrust coefficient
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is typically about 10∼20% higher than that of the lower rotor for torque balancing.

In view of this, the sensitivity study investigates the case of CT,1/CT,2 = 1.2 and

CT,1/CT,2 = 0.8 to represent upward and downward thrust directions, respectively.

With the procedure described in earlier chapter, elements in each delta L-matrix

blocks are extracted from simulation runs of VVPM coaxial rotor model operating

at different thrust sharing ratio and advance ratios. Each element in [∆L11] and

[∆L21] are plotted against upper rotor wake skew function, as shown in Figs. 8 and

9, respectively. Similarly, elements in [∆L12] and [∆L22] are plotted against the

lower rotor wake skew function shown in Figs. 10 and 11, respectively. Every subplot

corresponds to one element in the delta L-matrix block with each point representing

the correction at one Xskew. Notice that each cluster of points corresponds to one

advance ratio, with each point in the cluster representing different thrust sharing

ratios. In addition, curve-fitted correlation between each correction element and

Xskew are shown as solid lines. For simplicity and practical application, the maximum

order of fit is limited to two which is a quadratic function.

To assess the fitting quality, goodness-of-fit for each correlation are quantified

using the coefficient of determination or R2 statistic. In regression analysis, R2 is a

statistical measure of how close the data is to the fitted regression line by computing

the square of correlation between the two. It can take on any value between 0 and 1,

with a value closer to 1 indicating that a larger proportion of variance is accounted

for by the fitted curve, i.e. good fit to given data. Table. 7 summarized the goodness-

of-fit (R2) for each curve-fit in the delta L-matrix blocks. Most of the correlations

has R2 above 0.90, meaning that the quadratic curve-fits capture variances in ∆L

elements due to different thrust sharing ratio and advance ratios. This means that

corrections to the L-matrix are known for any given Xskew; similar to the table look-

up process. In other words, during real-time flight simulations, both the original L-

matrix elements and corresponding correction terms are obtained from values of Xskew.
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Figure 8: Curve-fitted correlation (solid line) between elements in [∆L11] and upper
rotor wake skew function
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Figure 9: Curve-fitted correlation (solid line) between elements in [∆L21] and upper
rotor wake skew function
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Figure 10: Curve-fitted correlation (solid line) between elements in [∆L12] and lower
rotor wake skew function
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Figure 11: Curve-fitted correlation (solid line) between elements in [∆L22] and lower
rotor wake skew function
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Table 7: Goodness-of-fit (R2) for curve-fitted correlation between ∆L elements and
corresponding Xskew

∆L blocks R2 ∆L blocks R2

0.91701 0.9888 0.5318 0.4178 0.9969 0.7606
∆L11 0.9102 0.9893 0.9349 ∆L12 0.9651 0.9399 0.9469

0.9145 0.7153 0.9783 0.9845 0.9742 0.9690

0.4033 0.9908 0.0925 0.9444 0.9946 0.8454
∆L21 0.4899 0.8757 0.9330 ∆L22 0.8598 0.8023 0.9794

0.8891 0.6189 0.7669 0.9869 0.9855 0.9553

1Values closer to 1 indicate a greater proportion of variance is accounted for by the
curve fit

Alternatively, the corrections can be applied to precomputed L-matrix lookup table

before simulation. Note that while R2 for element ∆L21(1, 3) is very low (0.0925), the

correction values are actually very small compared to other elements in the L-matrix

block as observed in Fig. 9.

Finally, to evaluate the amount of error introduced when using the curve-fitted ∆L

in PPSIM to compute rotor inflow states, Table. 8 summarized the comparison against

VVPM results in terms of ‖A‖2 at selected flight conditions. The maximum difference

between VVPM and curve-fitted ∆L PPSIM is about 10%, with an average value of

6%. The amount of error incurred from using curve-fitted L-matrix corrections is

acceptable, seeing how this approach simplifies the application of ∆L on the original

PPSIM. Furthermore, steady-state inflow state differences between original PPSIM

and VVPM is reduced by at least a factor of 3 when applying the curve-fitted L-matrix

corrections.

The identification and application of corrections terms to PPSIM L-matrix has

shown to be effective in capturing real flow effects such as air viscosity, flow swirls

and wake contractions/distortions. The focus will now shift to PPSIM M-matrix

51



www.manaraa.com

Table 8: Comparison of ‖A‖2 between VVPM and curve-fitted L-matrix corrected
PPSIM at selected flight conditions

Adv. ratio
CT,1

CT,2
VVPM PPSIM with curve-fitted ∆L ‖∆A‖2

VVPM ‖A‖2 × 100%

Hover 0.8 1.4598×10−3 1.4268×10−3 7.25%
1.0 1.5322×10−3 1.5333×10−3 2.21%
1.2 1.6344×10−3 1.6462×10−3 4.14%

0.07 0.8 1.7224×10−3 1.6803×10−3 4.55%
1.0 1.7392×10−3 1.7617×10−3 5.62%
1.2 1.7713×10−3 1.8503×10−3 10.22%

0.12 0.8 1.3521×10−3 1.3720×10−3 6.80%
1.0 1.4597×10−3 1.5038×10−3 6.96%
1.2 1.6256×10−3 1.6445×10−3 7.05%

0.20 0.8 8.6530×10−4 8.8377×10−4 3.96%
1.0 9.7976×10−4 9.7237×10−4 3.92%
1.2 1.1031×10−3 1.0692×10−3 5.53%

which influence its dynamic responses. Frequency responses corresponding to L-

matrix corrected coaxial rotor PPSIM will be compared against VVPM results.
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CHAPTER V

EVALUATION OF PPSIM FREQUENCY RESPONSES

The procedure used to obtain frequency responses from VVPM simulation is similar

to that of step input (see section 4.1), except that a sinusoidal frequency sweep

is injected instead. The frequency sweep range is from 0.05 to 4.5 Hz, similar to

those used in the dynamic response analysis carried out in Ref. [9]. A chirp signal

(normalized) shown in Fig. 12 is used to carry out the frequency sweep. Next, time

histories of pressure coefficients and extracted inflow states from VVPM simulation

runs are input to CIFER R© to generate frequency response plots.

In linear model analysis, transfer functions for original and L-matrix corrected

PPSIM can be obtained analytically from Eqs. (32) and (41), respectively. In the

equations, VT ’s are replaced by V ’s in the mass flow parameter and use the values

before perturbations of pressure coefficients.

5.1 Maximum Unnoticeable Added Dynamics (MUAD) En-
velopes

Differences in frequency responses between VVPM and PPSIM are compared using

Bode plots superimposed with bounds known as the Maximum Unnoticeable Added

Dynamics (MUAD) bounds [1] shown in Fig. 13. The MUAD (pronounced “mud”)

envelopes were developed by engineers at McDonnell Douglas Corporation in the

1980s to examine quality of matches between higher order systems, i.e. VVPM and

their low order equivalents, i.e. PPSIM. The idea is that dynamics added to the

system due to mismatch falling within the limits will be too small to be noticed by a

pilot. The MUAD envelopes were drawn from results of the Neal-Smith program [26].

It is found that pilots are most sensitive to changes in dynamics between 1.0∼4.0
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Figure 12: Normalised chirp signal used in frequency sweep

rad/s [1], resulting in the hourglass shape MUAD bounds in Fig. 13.

5.2 Computation of cost function from frequency response
differences

For quantification of frequency differences between VVPM and PPSIM, a cost func-

tion, J given in Eq. (46) as described by Tischler [40] is used. In the equation, |∆T |

is the magnitude difference in dB between the two models for comparison at each

frequency, ω. Similarly, ∠∆T is the phase difference expressed in degrees at each

frequency, nω is the number of frequency points and ω1 and ωnω are the starting and

ending frequencies of fit, respectively. Wγ is a weighting function dependent on the

value of coherence function from VVPM data at each frequency, while Wg and Wp are

relative weights for magnitude and phase comparisons, respectively. As a guideline in

flight dynamics modeling, a cost function of less than 50 means that differences be-

tween the two models is nearly indistinguishable in both frequency and time domains
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Figure 13: Envelopes of Maximum Unnoticeable Added Dynamics [1]

while a value of less than 100 generally reflects a good match between the models

[40].

J =
20

nω

ωnω∑
ω1

Wγ[Wg(|∆T |)2 +Wp(∠∆T )2] (46)

5.3 Single rotor validation

Frequency responses from VVPM single rotor model are validated against Peters-He

inflow model to ensure the procedures are done correctly. Bode plots corresponding

to uniform pressure coefficient perturbation in hover is shown in Fig. 14. As seen,

only the uniform inflow state are excited while the fore-to-aft and side-to-side inflow

states are very weak, which can be neglected. In Fig. 15, fore-to-aft and side-to-

side inflow states are excited due to perturbation in fore-to-aft pressure coefficient.

The side-to-side induced inflow state is due to swirl effects as seen when examining

55



www.manaraa.com

10
0

10
1

−60

−40

−20

0

20

M
ag

ni
tu

de
 (

db
)

 

 

10
0

10
1

−300

−200

−100

0

100

P
ha

se
 (

de
gs

)

10
0

10
1

0

0.5

1

Frequency, (rad/sec)

C
oh

er
en

ce
Uniform
Fore−to−aft
Side−to−Side

Figure 14: Bode plots of inflow states due to uniform pressure coefficient perturbation
in VVPM single rotor model in hover

the single rotor L-matrix extracted from VVPM data. Frequency responses due to

side-to-side pressure coefficient perturbation is similar to the fore-to-aft results due

to axi-symmetric inflows in hover and is not shown.

Next, VVPM single rotor hover frequency responses are compared against Peters-

He inflow model for uniform and fore-to-aft pressure coefficient perturbations. Bode

plots of uniform inflow states extracted from VVPM data agrees very well with Peters-

He inflow model prediction up to 4 rad/s as seen in Fig. 16. After that frequency,

VVPM coherence begins to drop (indicating non-linearity in data) causing both mag-

nitude and phase plot to deviate from Peters-He results. In Fig. 17, there are small

differences between VVPM and Peters-He fore-to-aft inflow state frequency responses
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Figure 15: Bode plots of inflow states due to fore-to-aft pressure coefficient pertur-
bation in VVPM single rotor model in hover
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Figure 16: Validation of VVPM single rotor model uniform inflow state frequency
responses in hover

at low frequencies. This observation is consistent with findings in Ref. [9], where the

curve-fitted L(2, 2) from VVPM frequency response data showed a slightly lower value

(0.5354) compare to Peters-He inflow model (0.6250). Also, slight phase differences

of 5◦ is observed between VVPM and Peters-He inflow model at very low frequency

range.

Similarly, Bode plots extracted from VVPM induced inflow data at advance ratio

of 0.04 due to each pressure coefficient perturbations are analyzed. In Fig. 18, mainly

the uniform and fore-to-aft inflow states are excited due to perturbation of the uniform

pressure coefficient, which is expected. Coherence values for fore-to-aft inflow states

begins to drop at around 4 rad/s, at approximate the same frequency where the phase
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Figure 17: Validation of VVPM single rotor model fore-to-aft inflow state frequency
responses in hover
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Figure 18: Bode plots of inflow states due to uniform pressure coefficient perturbation
in VVPM single rotor model at advance ratio of 0.04

begins to roll off. Next, Bode plots of inflow states due to perturbation of fore-to-aft

pressure coefficient in VVPM single rotor model is shown in Fig. 19. While all inflow

states are excited, their magnitudes are much smaller compared to those excited by

uniform and side-to-side pressure coefficient perturbations. Lastly, only side-to-side

inflow states are excited with very weak fore-to-aft inflow state magnitudes as shown

in Fig. 20 when subjected to side-to-side pressure coefficient perturbation.

Both uniform and fore-to-aft inflow states magnitude plots agrees well with Peters-

He inflow model at low frequencies shown in Figs. 21 and 22, respectively.

Finally, frequency responses of VVPM inflow states due to fore-to-aft and side-to-

side pressure coefficient perturbations also agrees well with Peters-He inflow model at
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Figure 19: Bode plots of inflow states due to fore-to-aft pressure coefficient pertur-
bation in VVPM single rotor model at advance ratio of 0.04
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Figure 20: Bode plots of inflow states due to side-to-side pressure coefficient pertur-
bation in VVPM single rotor model at advance ratio of 0.04
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Figure 21: Validation of VVPM single rotor model uniform inflow state frequency
responses due to uniform pressure coefficient perturbation at advance ratio of 0.04
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Figure 22: Validation of VVPM single rotor model fore-to-aft inflow state frequency
responses due to uniform pressure coefficient perturbation at advance ratio of 0.04
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Figure 23: Validation of VVPM single rotor model uniform inflow state frequency
responses due to fore-to-aft pressure coefficient perturbation at advance ratio of 0.04

advance ratio of 0.04 shown in Figs. 23 and 24, respectively. Although, side-to-side

magnitude for VVPM is slightly higher than Peters-He inflow model prediction, this

is likely due to wake roll-ups as explained earlier. Due to dis-symmetry of lift in

forward flight, strength of vortices generated on the advancing and retreating sides

are different. As such, this caused higher differences in side-to-side induced inflow

states compared to potential flow.

5.4 VVPM coaxial rotor frequency responses

After validating single rotor results, frequency responses corresponding to VVPM

Harrington coaxial rotor model is examined. Due to space constraints, only Bode

plots due to selected pressure coefficient perturbations will be shown. Figure 25 shows
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Figure 24: Validation of VVPM single rotor model side-to-side inflow state frequency
responses due to side-to-side pressure coefficient perturbation at advance ratio of 0.04
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the Bode plots of upper and lower rotor inflow states due to upper rotor fore-to-aft

pressure coefficient excitation in hover. As seen, uniform inflow state magnitudes

are very small compared to the other two components. Side-to-side inflow states

at upper and lower rotors are excited due to coupling effects. In addition, lower

rotor fore-to-aft and side-to-side inflow states have higher phases with increasing

frequencies compared to those at the upper rotor. A possible reason is small time

delay effects due to propagation of upper rotor induced velocity perturbations unto

the lower rotor. Between 0.35 rad/s to 5 rad/s, inflow states frequency responses

extracted from VVPM data showed coherence above 0.95, which mean the input-

output correlations are linear in this region. Notice that phase plots corresponding to

upper and lower rotor side-to-side inflow states are approximately -180◦ offset from

the fore-to-aft component. This is due to flow swirl effects, i.e. cosine-sine couplings,

where a positive fore-to-aft pressure coefficient perturbation causes a negative change

in side-to-side inflow states (see VVPM results in Fig. 4(b)).

Next, Bode plots of inflow states due to frequency sweeps of lower rotor uniform

pressure coefficient is shown in Fig. 26. As expected, only uniform inflow states are

excited since the coaxial rotor model is operating in hover condition. Magnitude of

upper rotor uniform inflow state is smaller compared to lower rotor, due to wake

expansion above the lower rotor. In terms of phase, both upper and lower rotor

uniform inflow states have almost the same values throughout the excitation frequency

range. No time delay effects are observed here.

At advance ratio of 0.12, uniform and fore-to-aft inflow states at both rotors are

excited due to upper rotor uniform pressure coefficient perturbation as seen in Fig. 27.

The phase correspond to fore-to-aft inflow states decreases from 0◦ to -180◦, which

is characteristic of a second order transfer function. Next, Figs. 28 and 29 show the

Bode plots due to upper and lower rotor fore-to-aft pressure coefficient perturbations,

respectively. As seen in both figures, magnitudes for the fore-to-aft inflow states are
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Figure 25: Bode plots of inflow states due to upper rotor fore-to-aft pressure coeffi-
cient perturbation in VVPM coaxial rotor model in hover
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Figure 26: Bode plots of inflow states due to lower rotor uniform pressure coefficient
perturbation in VVPM coaxial rotor model in hover
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very small compared to other inflow state components. Also, the uniform and side-

to-side inflow states are close to 0 dB, which is much smaller compared to the other

cases seen so far. This means that not much inflows are induced on both upper

and lower rotors due to fore-to-aft pressure coefficients perturbation at advance ratio

of 0.12. In fact, this is also observed in step input case (see Figs. 6(b) and 7(b))

where magnitude of inflow state change is much smaller compare to other pressure

coefficient perturbations cases. A possible reason is that at high advance ratios,

vortices generated at the rotor’s fore and aft region are swept downstream immediately

after they are generated. As such, influences due to fore-to-aft pressure coefficient

perturbations would have diffused significantly resulting in small induced inflows on

the rotors. Finally, Fig. 30 shows Bode plots of inflow states due to perturbation

on lower rotor side-to-side pressure coefficient. Only side-to-side inflow states on

upper and lower rotors are excited, decoupled from other components. Here, strong

wake roll-ups at advancing and retreating sides induced inflows at the rotors due to

side-to-side pressure coefficient perturbations.

From the Bode plots results, it is seen that only on-axis responses on upper and

lower rotors are significant when operating in hover. In forward flight, uniform and

fore-to-aft inflow states are excited due to uniform pressure coefficient perturbations

while side-to-side inflow states are decoupled from the other two components. Lastly,

induced inflows due to fore-to-aft pressure coefficient perturbations are small in for-

ward flight and can be neglected.

5.5 Frequency response comparisons between coaxial rotor
PPSIM and VVPM

In this section, frequency responses from the original and L-matrix corrected PPSIM

are compared against VVPM results. The comparisons are conducted for input-

output responses that have good coherence (0.9 and above) across a range of fre-

quencies and with considerable excitation, i.e. magnitude above 3 dB. The reason
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Figure 27: Bode plots of inflow states due to upper rotor uniform pressure coefficient
perturbation in VVPM coaxial rotor model at advance ratio of 0.12
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Figure 28: Bode plots of inflow states due to upper rotor fore-to-aft pressure coeffi-
cient perturbation in VVPM coaxial rotor model at advance ratio of 0.12
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Figure 29: Bode plots of inflow states due to lower rotor fore-to-aft pressure coeffi-
cient perturbation in VVPM coaxial rotor model at advance ratio of 0.12
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Figure 30: Bode plots of inflow states due to lower rotor side-to-side pressure coeffi-
cient perturbation in VVPM coaxial rotor model at advance ratio of 0.12
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is that transfer functions corresponding to PPSIM are obtained from a linear model

and computation of cost functions due to differences between PPSIM and VVPM

frequency responses are meaningful if coherence is close to unity, i.e. all frequency

points are equally important. Next, induced inflows that are weakly or not excited

by pressure coefficient perturbations may not have much effects on flight dynamics,

and therefore are not considered for comparison.

Both original and L-matrix corrected PPSIM frequency responses are compared

against VVPM and the cost functions are summarized in Table. 9. The cost func-

tions are computed based on frequency responses between 0.35 ∼ 5 rad/s as this is

the region where coherence for VVPM data are above 0.95. Furthermore, low fre-

quency excitation (0.1∼1 rad/s) are important for identification of speed derivatives

in flight dynamics analysis [25]. The cost functions are broken down into values due to

magnitude and phase differences to provide more insights. Majority of the total cost

function corresponding to L-matrix corrected PPSIM shows reduction in value com-

pared to original PPSIM except for a few cases where there are no change or became

worst. In cases where total cost functions got worst, i.e. case 4 and 6 in Table. 9, the

main reason is an increase in phase cost function. Bode plots corresponding to case

1, 4 and 10 are selected for detailed comparison and analysis.

In Fig. 31 where input is upper rotor uniform pressure coefficient and output

is upper uniform inflow states, L-matrix corrected PPSIM magnitude plot matches

closely with VVPM compared to the original PPSIM. PPSIM phase plot remains

unaffected by L-matrix corrections. Note that L-matrix corrections are computed

based on step input results, i.e. zero frequency. As such, some magnitude (and

phase) differences between L-matrix corrected PPSIM and VVPM are expected. The

main objective here is to show that there is a reduction in magnitude differences

by applying the L-matrix corrections, compared to original PPSIM. Differences in

frequency responses between original, L-matrix corrected PPSIM and VVPIM are

75



www.manaraa.com

Table 9: Frequency response differences between original, L-matrix corrected PPSIM
and VVPM in hover

Cost function1 (0.35 ∼ 5 rad/s)
Case No. Input2 Output PPSIM Model Magnitude Phase Total

1 (τ 0c
1 )1 (α0c

1 )1 Original 20.7 1.8 22.5
L-mat corr. 3.6 1.7 5.3

2 (α0c
1 )2 Original 2.3 0.8 3.0

L-mat corr. 4.0 6.3 10.2

3 (τ 1c
2 )1 (α1c

2 )1 Original 19.8 3.7 23.6
L-mat corr. 19.6 3.9 23.5

4 (α1c
2 )2 Original 76.3 13.6 89.9

L-mat corr. 74.9 31.9 106.8

5 (τ 1s
2 )1 (α1s

2 )1 Original 20.6 3.7 24.3
L-mat corr. 19.9 3.7 23.6

6 (α1s
2 )2 Original 76.1 13.4 89.5

L-mat corr. 70.5 29.1 99.6

7 (τ 0c
1 )2 (α0c

1 )1 Original 153.8 22.4 176.2
L-mat corr. 18.8 15.8 34.7

8 (α0c
1 )2 Original 24.0 9.5 33.5

L-mat corr. 5.7 6.8 12.5

9 (τ 1c
2 )2 (α1c

2 )1 Original 198.0 57.3 255.3
L-mat corr. 174.2 64.7 238.9

10 (α1c
2 )2 Original 190.7 8.0 198.7

L-mat corr. 93.5 19.3 112.8

11 (τ 1s
2 )2 (α1s

2 )1 Original 198.2 57.3 255.5
L-mat corr. 128.7 55.0 183.7

12 (α1s
2 )2 Original 187.0 8.0 195.1

L-mat corr. 67.2 15.5 82.7

1Computed using Eq. (46)
2Bracket subscript ‘1’ and ‘2’ corresponds to upper and lower rotors, respectively
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Figure 31: Bode plot comparison between original, L-matrix corrected PPSIM and
VVPM for upper rotor uniform inflow states due to upper rotor uniform pressure
coefficient perturbation in hover, i.e. case 1 in Table. 9

shown in Fig. 32, with MUAD envelopes superimposed. Note that cost functions

due to magnitude (Jmag) and phase (Jphase) are indicated on the plot for each model

for easy reference. Both magnitude and phase differences correspond to L-matrix

corrected and original PPSIM fall within the mismatch bounds. In addition, the cost

function for each model is less than 50. This means that cost function of 50 or less

corresponds to frequency response differences (compared to VVPM) staying within

the MUAD envelopes for the range of frequencies considered. In other words, the pilot

will not be able to distinguish the dynamic differences between VVPIM or PPSIM

over 0.35∼5.0 rad/s due to upper rotor thrust perturbation in hover.
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Figure 32: Frequency response differences (0.35∼5.0 rad/s) between original, L-
matrix corrected PPSIM and VVPM for case 1 in Table. 9
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Next, Bode plots for lower rotor fore-to-aft inflow states due to upper rotor pres-

sure coefficient is examined in Fig. 33. At the frequency range between 0.35∼1.2

rad/s, magnitude plot for L-matrix corrected PPSIM are close to VVPM. After 1.2

rad/s, VVPM magnitude starts to increase before rolling off. As a result, there are

considerable magnitude differences between VVPM and L-matrix corrected PPSIM

between 1.2∼5.0 rad/s, contributing significantly to the total cost function. Further-

more, some differences in phase between L-matrix corrected PPSIM and VVPM are

also observed. Figure 34 shows the corresponding differences in magnitude and phase.

For magnitude, both original and L-matrix corrected PPSIM exceeds the mismatch

bounds towards the higher frequency range. As such, this result in cost functions

exceeding 50 but within the 100 value range. This means that in terms of handling

qualities, the pilot will experience slight differences in dynamics between VVPM and

PPSIM over 3.0∼5.0 rad/s, which is still satisfactory. For phase difference, the plot

corresponding to L-matrix corrected PPSIM are close to the bounds between 1.0∼2.0

rad/s, resulting in higher phase cost function compared to original PPSIM.

In Fig. 35, input is lower rotor fore-to-aft pressure coefficient perturbation and

output is lower rotor fore-to-aft inflow state change. L-matrix corrections improve

the match in magnitude between PPSIM and VVPM over 1.2∼5.0 rad/s as shown

by almost 50% drop in magnitude cost function compared to original PPSIM. Again,

slight deterioration in terms of phase performance are observed due to application of

L-matrix corrections. From Fig. 36, it is noticed that magnitude differences for origi-

nal PPSIM lies outside the mismatch bound for most of the frequency range. As such,

the cost function is close to 200, twice the acceptable value. For L-matrix corrected

PPSIM, only slight violation of the bounds is noticed, resulting in a magnitude cost

function of less than 100.

Similar analysis is also performed on coaxial rotor operating at advance ratio of

0.12 where the cost functions are found in Table. 10. Overall, L-matrix corrections
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Figure 33: Bode plot comparison between original, L-matrix corrected PPSIM and
VVPM for lower rotor fore-to-aft inflow states due to upper rotor fore-to-aft pressure
coefficient perturbation in hover, i.e. case 4 in Table. 9
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Figure 34: Frequency response differences (0.35∼5.0 rad/s) between original, L-
matrix corrected PPSIM and VVPM for case 4 in Table. 9
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Figure 35: Bode plot comparison between original, L-matrix corrected PPSIM and
VVPM for lower rotor fore-to-aft inflow states due to lower rotor fore-to-aft pressure
coefficient perturbation in hover, i.e. case 10 in Table. 9
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Figure 36: Frequency response differences (0.35∼5.0 rad/s) between original, L-
matrix corrected PPSIM and VVPM for case 10 in Table. 9
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are effective in reducing magnitude differences between PPSIM and VVPM over a

range of frequencies (0.35∼5 rad/s); although in some cases, it also cause a slight

increase in phase differences.

Figure 37 shows the Bode plot comparisons corresponding to excitation of lower

rotor side-to-side inflow state due to upper rotor side-to-side pressure coefficient per-

turbation, i.e. case 6 in Table. 10. Clearly, L-matrix corrected PPSIM magnitude

plot almost overlap VVPM plot up to 10 rad/s. In terms of phase plot, L-matrix

corrected PPSIM is also very close to VVPM values over the same frequency range.

This is clearly illustrated in Fig. 38 where both magnitude and phase differences for

L-matrix corrected PPSIM lies within the MUAD envelopes over the entire frequency

range considered.

Frequency responses for lower rotor fore-to-aft inflow states due to upper rotor

uniform pressure coefficient perturbation at advance ratio of 0.12 are shown in Fig. 39.

Similarly, magnitude plots for L-matrix corrected PPSIM are very close to that of

VVPM. However, this resulted in higher phase differences between L-matrix corrected

PPSIM and VVPM as reflected by higher phase cost function compared to original

PPSIM. Magnitude differences correspond to original PPSIM are close to the mis-

match bound as seen in Fig. 40, resulting in slightly above 50 in terms of magnitude

cost function.

Analysis on frequency responses between original, L-matrix corrected PPSIM and

VVPM are carried out using both Bode plots and computation of cost functions

over the range 0.35∼5.0 rad/s. For cost function below 50, differences in frequency

responses lie within the MUAD envelopes. This means that a pilot is not able to

distinguish additional dynamics due to mismatch between a higher order model and

its lower order equivalence. Cost function between 50 and 100 indicates there are some

frequencies where the differences lie outside of the bounds, which is still satisfactory

from handling qualities point of view. Above a value of 200 for cost function means
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Table 10: Frequency response differences between original, L-matrix corrected PP-
SIM and VVPM at advance ratio of 0.12

Cost function1 (0.35 ∼ 5 rad/s)
Case No. Input2 Output PPSIM Model Magnitude Phase Total

1 (τ 0c
1 )1 (α0c

1 )1 Original 26.1 2.5 28.6
L-mat corr. 6.2 1.3 7.5

2 (α1c
2 )1 Original 0.8 6.5 7.3

L-mat corr. 0.1 15.5 15.5
3 (α0c

1 )2 Original 31.9 2.5 34.4
L-mat corr. 10.7 0.7 11.3

4 (α1c
2 )2 Original 12.0 5.2 17.3

L-mat corr. 3.6 7.7 11.2

5 (τ 1s
2 )1 (α1s

2 )1 Original 280.5 2.2 282.7
L-mat corr. 92.5 0.1 92.6

6 (α1s
2 )2 Original 349.7 10.8 360.5

L-mat corr. 6.6 0.8 7.4

7 (τ 0c
1 )2 (α0c

1 )1 Original 11.5 2.2 13.7
L-mat corr. 11.8 1.1 12.9

8 (α1c
2 )1 Original 0.1 4.8 5.0

L-mat corr. 2.3 7.8 10.1
9 (α0c

1 )2 Original 6.8 3.2 10.0
L-mat corr. 12.7 1.3 14.0

10 (α1c
2 )2 Original 51.9 6.1 58.0

L-mat corr. 0.4 11.8 12.2

11 (τ 1s
2 )2 (α1s

2 )1 Original 237.0 3.7 240.6
L-mat corr. 191.8 1.7 193.5

12 (α1s
2 )2 Original 333.9 1.8 338.7

L-mat corr. 253.7 0.6 254.3

1Computed using Eq. (46)
2Bracket subscript ‘1’ and ‘2’ corresponds to upper and lower rotors, respectively
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Figure 37: Bode plot comparison between original, L-matrix corrected PPSIM and
VVPM for lower rotor side-to-side inflow states due to upper rotor side-to-side pres-
sure coefficient perturbation at advance ratio of 0.12, i.e. case 6 in Table. 10
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Figure 38: Frequency response differences (0.35∼5.0 rad/s) between original, L-
matrix corrected PPSIM and VVPM for case 6 in Table. 10
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Figure 39: Bode plot comparison between original, L-matrix corrected PPSIM and
VVPM for lower rotor fore-to-aft inflow states due to lower rotor uniform pressure
coefficient perturbation at advance ratio of 0.12, i.e. case 10 in Table. 10
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Figure 40: Frequency response differences (0.35∼5.0 rad/s) between original, L-
matrix corrected PPSIM and VVPM for case 10 in Table. 10
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that frequency response differences are outside of the MUAD envelopes for significant

portion of frequency range. This may result in a 1 pilot rating change in the Copper-

Harper scale [2].

While the corrections to L-matrix are effective in reducing differences in magnitude

between PPSIM and VVPM over frequency range of 0.35∼5 rad/s, it also introduced

undesirable phase differences. In order to address this, some elements in PPSIM

M-matrix can be modified to improve its phase correlations with VVPM.
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CHAPTER VI

MODIFICATIONS TO PPSIM M-MATRIX

In this section, a methodology on improving L-matrix corrected PPISM phase re-

sponses with VVPM data is shown. Elements in PPSIM off-diagonal M-matrix blocks

are modified to change its phase. Just like rotor-to-rotor steady-state interference are

captured in L-matrix off-diagonal blocks, dynamic effects due to presence of other

rotors are modeled in [M12] and [M21]. The objective is to minimize the cost func-

tion (over a frequency range) between L-matrix corrected PPSIM and VVPM by

modifying elements in off-diagonal M-matrix blocks.

6.1 Procedures on using CIFER R© DERVID

CIFER R© DERVID identifies parameters in a state-space model by fitting its frequency

responses to given frequency response data using the secant optimization algorithm.

It also allows selection of parameters to vary during the fitting process while keeping

the rest constant. In other words, by re-writing L-matrix corrected PPSIM inflow

equation to be of similar form defined in DERVID, elements in off-diagonal M-matrix

can be modified to reduce its phase differences with VVPM. The procedures are

summarized below.

1. Calculate matrix coefficients from L-matrix corrected PPSIM that is compatible

with the state-space structure defined in DERVID.

2. Input the coefficients into DERVID and fixed all parameters, except for elements

in off-diagonal M-matrix.

3. Allow the function to run until the solution converges.
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Table 11: Modifications to elements in off-diagonal PPSIM M-matrix blocks

Hover
Elements1 New value Original value Elements New value Original value
M12(1, 1) -0.5251 -0.5370 M21(1, 1) -0.7538 -0.5370
M12(2, 2) -0.3320 -0.2216 M21(2, 2) -0.3219 -0.2216
M12(3, 3) -0.3556 -0.2216 M21(3, 3) -0.3607 -0.2216

Adv. ratio = 0.12
Elements New value Original value Elements New value Original value
M12(1, 1) -0.3956 -0.5370 M21(1, 1) -0.3757 -0.5370
M12(2, 2) -0.0875 -0.2216 M21(2, 2) -0.1488 -0.2216
M12(3, 3) -0.1765 -0.2216 M21(3, 3) -0.1991 -0.2216

1First index is row number and second index is column

4. Convert the newly identified elements in off-diagonal M-matrix blocks to same

form used in PPSIM.

6.2 Evaluation of improved PPSIM frequency responses

Modifications to off-diagonal M-matrix block elements are summarized in Table. 11,

calculated from CIFER R© DERVID output. Note each M-matrix block in PPSIM

is a diagonal 3-by-3 matrix. As seen, the elements are slightly changed to improve

L-matrix corrected PPSIM frequency responses match with VVPM data. Also notice

that the new elements in [M12] is not the same as [M21] unlike the original case. This

reflects the differences between upper and lower rotor pressure coefficients dynamic

effects on each other’s inflow states; which is reasonable since flow fields on both rotors

are not the same. Furthermore, elements associated with cosine and sine parts, i.e.

indices (2,2) and (3,3) are close but not the same in the new off-diagonal M-matrix

elements. Again, this illustrated the complex coupling effects between upper and

lower rotors, which is obviously over-simplified in the original off-diagonal M-matrix

elements.

New values of elements in [M12] and [M21] are applied to the L-matrix corrected
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PPSIM which is now known as the improved PPSIM for evaluation. To avoid clut-

tering, only cases from Tables. 9 and 10 where phase differences became worst af-

ter correcting for L-matrix elements are shown. In addition, significant reduction in

phase differences due to modification of off-diagonal M-matrix elements are presented

as well. The results are summarized in Table. 12. As seen, total cost function cor-

responding to improved PPSIM are the smallest among the 3 three PPSIM model

considered. Both dynamic and steady-state rotor-to-rotor induced inflow effects are

accounted for in the M- and L-matrices, respectively. In some cases, i.e. Table. 9, case

11, modifying elements in off-diagonal M-matrix elements further reduce phase cost

function from 55.0 to 9.8. As such, it is shown that the new off-diagonal M-matrix

elements are effective in improving L-matrix corrected PPSIM phase responses.

After detailed analysis of dynamic responses from the original, L-matrix corrected

and improved PPSIM against VVPM data at different flight conditions, the results

are consolidated to give an overall assessment. Similar to steady-state analysis where

‖A‖2 is used to represent all inflow state changes corresponding to every pressure

coefficient perturbations, an average cost function is computed to evaluate the effec-

tiveness of modifying off-diagonal M-matrix elements. At each advance ratio, cost

function corresponding to each input-output frequency response or cases are summed

up and a mean value is calculated. The results corresponding to hover as well as

advance ratio of 0.07∼0.20 are found in Table. 13.

Among the 3 PPSIM models, the improved version showed the lowest average total

cost function for hover, low, medium and high advance ratios. The average magnitude

cost functions for improved PPSIM are about 20∼50 % lower than the original PPSIM

and the average phase cost functions are reduced compared to L-matrix corrected

PPSIM. In other words, the methodology of incorporating L-matrix corrections and

modifications to off-diagonal M-matrix elements is effective in improving the coaxial

rotor PPSIM frequency as well as steady-state response correlations with VVPM
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Table 12: Cost function comparisons between original, L-matrix corrected and im-
proved PPSIM

Cost function1 (0.35 ∼ 5 rad/s)
Table Case No. PPSIM Model Magnitude Phase Total

9 4 Original 76.3 13.6 89.9
L-mat corr. 74.9 31.9 106.8
Improved2 48.2 13.0 61.2

6 Original 76.1 13.4 89.5
L-mat corr. 70.5 29.1 99.6
Improved 48.5 12.9 61.3

9 Original 198.0 57.3 255.3
L-mat corr. 174.2 64.7 238.9
Improved 175.6 12.4 188.0

10 Original 190.7 8.0 198.7
L-mat corr. 93.5 19.3 112.8
Improved 93.7 6.9 100.6

11 Original 198.2 57.3 255.5
L-mat corr. 128.7 55.0 183.7
Improved 121.6 9.8 131.4

12 Original 187.0 8.0 195.1
L-mat corr. 67.2 15.5 82.7
Improved 64.5 6.0 70.5

10 2 Original 0.8 6.5 7.3
L-mat corr. 0.1 15.5 15.5
Improved 0.1 0.6 0.6

4 Original 12.0 5.2 17.3
L-mat corr. 3.6 7.7 11.2
Improved 3.9 0.8 4.7

8 Original 51.9 6.1 58.0
L-mat corr. 0.4 11.8 12.2
Improved 1.0 0.2 1.2

1Computed using Eq. (46)
2L-matrix elements corrected and modifications to off-diagonal M-matrix elements
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Table 13: Comparison of average cost functions at different advance ratios

Average cost function (0.35 ∼ 5 rad/s)
Advance ratio PPSIM Model Magnitude Phase Total

Hover Original 97.3 16.6 113.9
L-mat corr. 56.7 21.2 77.9
Improved 51.9 7.9 59.8

0.07 Original 89.6 4.9 94.6
L-mat corr. 73.0 9.6 82.6
Improved 72.8 6.0 78.8

0.12 Original 112.1 4.3 116.4
L-mat corr. 49.4 4.2 53.6
Improved 48.6 2.1 50.7

0.20 Original 150.1 1.0 151.1
L-mat corr. 25.1 1.0 26.1
Improved 24.8 0.8 25.6

data. The objectives listed at the beginning of this thesis have been achieved.
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CHAPTER VII

CONCLUSION AND RECOMMENDATIONS

For prediction of rotor induced inflows, higher fidelity models such as vorticity-based

methods are computational expensive, which may not satisfy real-time requirements

in flight simulators. A finite state dynamic inflow model has been developed for

multi-rotor configurations from potential flow theory. Its formulation is based on

superposition of individual rotor’s pressure potential in the flow field and the inflow

equation is similar in structure to the Peters-He inflow model. The apparent mass

matrix (M-matrix) and influence coefficient matrix (L-matrix) are made up of N-

by-N matrix blocks where N is the number of rotors in the configuration. Diagonal

blocks accounts for self-induced inflow states due to the rotor pressure coefficients;

same as those used in Peters-He inflow model. Rotor-to-rotor interference induced

inflows are captured by off-diagonal blocks in the M- and L-matrices. Elements in the

off-diagonal blocks are functions of relative separation distances between the rotors.

In addition, elements in the L-matrix are functions of the rotor’s wake skew angle,

calculated using momentum theory. Unlike elements in the diagonal blocks, closed-

form solutions for elements in the off-diagonal blocks have not been found. They are

computed numerically and stored in lookup table indexed by wake skew functions

before use in real-time flight simulations. The multi-rotor dynamic inflow model has

been simplified to a coaxial rotor configuration and is known as the coaxial rotor

Pressure Potential Superposition Inflow model (coaxial rotor PPSIM). Steady-state

and dynamic inflow state responses from coaxial rotor PPSIM are evaluated against

higher fidelity models.
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7.1 Conclusion

The results presented support the following conclusions:

1. In hover and low advance ratios, steady-state induced inflow results from the

Viscous Vortex Particle Method (VVPM) show that cosine-sine couplings are

significant but is neglected in coaxial rotor PPSIM.

2. From VVPM data, it is found that effects of lower rotor pressure loading step

change on upper rotor induced inflows is weaker than predicted by the coaxial

rotor PPSIM.

3. At higher advance ratios, L-matrix extracted from VVPM results are compara-

ble to that of coaxial rotor PPSIM; indicating that the flow fields are behaving

more like potential flows.

4. A system identification approach has been developed for capturing real flow

effects in the coaxial rotor PPSIM L-matrix. It has been shown to be effective

in improving L-matrix corrected PPSIM steady-state inflow state correlations

with VVPM data at different flight conditions.

5. Elements in the L-matrix correction terms are insensitive to different upper

and lower rotor thrust coefficient ratios. A second order curve-fitted correla-

tions between the corrections and wake skew functions are found for ease of

implementation.

6. While comparing frequency responses from the L-matrix corrected PPSIM against

VPPM data, it is found that in some cases, the corrections caused phase differ-

ences between the two models to increase.

7. Modifications to off-diagonal M-matrix blocks in L-matrix corrected PPSIM

are effective in reducing the phase differences at low frequency ranges (0.35∼5

rad/s).
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8. The improved PPSIM (with L-matrix corrections and M-matrix modifications)

have shown to have closer correlations with VVPM steady-state and dynamic

responses over a range of flight conditions, compared to the original coaxial

rotor PPSIM.

The main contributions of this thesis are summarized below:

1. Formulated a finite state dynamic inflow model (based on pressure potential

superposition) that can be used for any generic rotor configurations.

2. Developed and evaluated a methodology on identifying corrections to the coax-

ial rotor PPSIM L-matrix, capturing real flow effects such as swirls, wake con-

tractions/distortions and diffusion effects that were neglected in the original

formulation.

3. Improved dynamic responses of the finite state coaxial rotor inflow model with

higher fidelity model frequency response data at low frequencies range through

modification of elements in off-diagonal M-matrix blocks.

7.2 Recommendations

The following is recommended for future work:

1. Extend the finite state multi-rotor dynamic inflow model to other configurations,

such as tandem rotors, for use in real-time flight simulators or handling qualities

evaluations.

2. Modeling of real flow effects using a viscous decay function or effective wake

skew angles in the inflow model and compare the results against the L-matrix

corrections identified in this thesis.

3. Study effects of rotor shaft-tilts and side-slips on induced inflow predictions of

the multi-rotor inflow model.
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4. Implementation of finite state multi-rotor inflow model in real-time flight sim-

ulators such as FLIGHTLAB R© for pilot-in-the-loop simulations.
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APPENDIX A

ELLIPSOIDAL COORDINATE SYSTEM

The ellipsoidal coordinate system, (ν, η, ψ̄) is defined as

x̄ = −
√

1− ν2
√

1 + η2 cos(ψ̄) (A.1)

ȳ =
√

1− ν2
√

1 + η2 sin(ψ̄) (A.2)

z̄ = −νη (A.3)

where the values of ν, η, ψ̄ are restricted to the following ranges

−1 ≤ ν ≤ 1 (A.4)

0 ≤ η ≤ ∞ (A.5)

0 ≤ ψ̄ ≤ 2π (A.6)

A sketch of the ellipsodial coordinate system viewed in the x̄ − z̄ plane in shown in

Fig. A.1. The surfaces for ν = constant are hyperboloids while the η = constant

surfaces are ellipsoids, both families of surfaces being azimuthally symmetric about

the z̄ axis. For the special case η = 0 represents the two faces of the disc, and ν

changes sign as one crosses the disc. Lastly, ψ̄ is the azimuth angle measure from

the negative x̄ axis, with counterclockwise direction when viewed along the positive

z̄ axis. The inverse of Eqs. (A.1) through (A.3) is given as

ν =
−sign(z̄)√

2

√
(1− s̄) +

√
(1− s̄)2 + 4z̄2 (A.7)

η =
1√
2

√
(s̄− 1) +

√
(s̄− 1)2 + 4z̄2 (A.8)

ψ̄ = tan−1

(
−ȳ
x̄

)
(A.9)
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Figure A.1: Ellipsoidal coordinate system

where

s̄ = x̄2 + ȳ2 + z̄2 (A.10)

The Laplace’s equation, ~∇
2
Φ = 0 written in ellipsoidal coordinate system takes the

form [12]

∂

∂ν

[
(1− ν2)

∂Φ

∂ν

]
+

∂

∂η

[
(1 + η2)

∂Φ

∂η

]
+

∂

∂ψ̄

[
(ν2 + η2)

(1− ν2)(1 + η2)

∂Φ

∂ψ̄

]
= 0 (A.11)

Using the method of separation of variables, the solution to Eq. (A.11) is expressed

by multiplication of three separated parts, each which are only function of ν, η, ψ̄,

respectively.

Φ(ν, η, ψ̄) = V (ν)N(η)W (ψ̄) (A.12)
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By applying Eq. (A.12) to Eq. (A.11), the Laplace equation is separated into the

following three equations

d2W

dψ̄2
+m2W = 0 (A.13)

d

dν

[
(1− ν2)

dV

dν

]
+

[
− m2

1− ν2
+ n(n+ 1)

]
V = 0 (A.14)

d

dη

[
(1 + η2)

dN

dη

]
+

[
m2

1 + η2
− n(n+ 1)

]
N = 0 (A.15)

where m and n are the constants of separation, which can be considered as the

harmonic number and radial mode number, respectively in dynamic wake analysis.

It is clear that Eqs. (A.14) and (A.15) are forms of Legendre’s associated differential

equations [22]. The general solutions to Eq. (A.14) are Pm
n (ν) and Qm

n (ν), which are

the associated Legendre function of the first and second kind, respectively. Similarly,

Pm
n (iη) and Qm

n (iη) are general solutions to Eq. (A.15).
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APPENDIX B

NORMALIZED ASSOCIATED LEGENDRE FUNCTIONS

The normalized associated Legendre functions of the first and second kind are defined

as

P̄m
n = (−1)m

Pm
n (ν)

ρmn
(B.1)

Q̄m
n =

Qm
n (iη)

Qm
n (i0)

(B.2)

where

(ρmn )2 =

∫ 1

0

[Pm
n (ν)]2dν =

1

2n+ 1

(n+m)!

(n−m)!
(B.3)

Qm
n (i0) = (−1)m+n+1(i)n+1 (n+m− 1)!!

(n−m)!!
, m+ n = odd (B.4)

All required values of P̄m
n (ν) and Q̄m

n (iη) are computed numerically based on the

following recurrence equations

P̄m
n+1(ν) =

√
(2n+ 3)(2n+ 1)

(n+ 1)2 −m2

[
νP̄m

n (ν)−

√
(n2 −m2)

(4n2 − 1)
P̄m
n−1(ν)

]
(B.5)

Q̄m
n+1(iη) =

(2n+ 1)

(n+ 1−m)
i
ηQm

n (i0)

Qm
n+1(i0)

Q̄m
n (iη)− (n+m)

(n+ 1−m)

Qm
n−1(i0)

Qm
n+1(i0)

Q̄m
n−1(iη) (B.6)
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where

P̄ 0
0 (ν) = 1 (B.7)

P̄ 0
1 (ν) =

√
3ν (B.8)

Q̄0
0(iη) =

2

π
tan−1 1

η
(B.9)

Q̄0
1(iη) = 1− η tan−1 1

η
(B.10)

P̄m
n (ν) =

√
(n−m)!

(n+m)!
(1− ν2)

m
2
dm

dνm
P̄ 0
n(ν) (B.11)

Q̄m
n (iη) =

Q0
n(i0)

Qm
n (i0)

(1 + η2)
m
2
dm

dηm
Q̄0
n(iη) (B.12)

The derivatives of P̄m
n (ν) and Q̄m

n (iη) are given as

(1− ν2)
dP̄m

n (ν)

dν
= (n+m)

ρmn−1

ρmn
P̄m
n−1(ν)− nνP̄m

n (ν) (B.13)

(1 + η2)
dQ̄m

n (iη)

dη
= i(n+m)

Qm
n−1(i0)

Qm
n (i0)

Q̄m
n−1(iη) + nηQ̄m

n (iη) (B.14)

Finally, the orthogonal property of P̄m
n (ν) are given as∫ 1

0

P̄m
n (ν)P̄m

j (ν)dν = δjn (B.15)

where both n+m and j +m must be either odd or even.
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APPENDIX C

MULTI-ROTOR PPSIM M- AND L-MATRICES

Since calculation of the M- and L-matrices elements involves two rotors, it is appro-

priate to define the coordinate system used for consistency. As shown in Fig. C.1, the

reference coordinate system is located at the ‘Receiving’ rotor’s hub. The ‘Active’

rotor is located at some distances away from the ‘Receiving’ rotor along the vertical or

Z-axis (h̄), longitudinal or X-axis (d̄) and lateral or Y-axis (l̄) directions, respectively.

These distances are normalised with respect to the ‘Receiving’ rotor radius.

In Eqs. (C.1) through (C.6), the coordinate system corresponding to the ‘Re-

ceiving’ rotor is denoted as ‘R’ whereas those corresponding to the ‘Active’ rotor is

denoted as ‘A’. As an example, elements in [L12] are computed by treating rotor 1 as

the ‘Receiving’ rotor and rotor 2 as the ‘Active’ rotor. On a similar token, elements

in [L21] are computed by treating rotor 2 as the ‘Receiving’ rotor and rotor 1 as the

‘Active’ rotor.

By definition, M-matrix is inverse of the E-operator such that [M ] = [E]−1. Each

element in [ERA] is

E0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

νRP̄
0
j (νR)

∂(P̄m
n (νA)Q̄m

n (ηA) cos(mψ̄A))

∂z̄R
dνRdψ̄R (C.1)

Erm
jn,cos =

1

π

∫ 2π

0

∫ 1

0

νRP̄
r
j (νR) cos(rψ̄R)

∂(P̄m
n (νA)Q̄m

n (ηA) cos(mψ̄A))

∂z̄R
dνRdψ̄R (C.2)

Erm
jn,sin =

1

π

∫ 2π

0

∫ 1

0

νRP̄
r
j (νR) sin(rψ̄R)

∂(P̄m
n (νA)Q̄m

n (ηA) sin(mψ̄A))

∂z̄R
dνRdψ̄R (C.3)

For elements in [LRA]

L0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

νRP̄
0
j (νR)

∫ ∞
0

∂(P̄m
n (νA)Q̄m

n (ηA) cos(mψ̄A))

∂z̄R
dξAdνRdψ̄R (C.4)
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Lrmjn,cos =
1

π

∫ 2π

0

∫ 1

0

νRP̄
r
j (νR) cos(rψ̄R)

∫ ∞
0

∂(P̄m
n (νA)Q̄m

n (ηA) cos(mψ̄A))

∂z̄R
dξAdνRdψ̄R

(C.5)

Lrmjn,sin =
1

π

∫ 2π

0

∫ 1

0

νRP̄
r
j (νR) sin(rψ̄R)

∫ ∞
0

∂(P̄m
n (νA)Q̄m

n (ηA) sin(mψ̄A))

∂z̄R
dξAdνRdψ̄R

(C.6)

(a) Side view

(b) Top view

Figure C.1: Coordinate system used to compute elements in multi-rotor PPSIM M-
and L-matrices
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APPENDIX D

COAXIAL ROTOR PPSIM M- AND L-MATRICES

The inflow equation corresponding to coaxial rotor PPSIM is given asM11 M12

M21 M22



∗
α1

∗
α2

+

Vm1 0

0 Vm2


L11 L12

L21 L22


−1α1

α2

 =

τ1/2

τ2/2

 (D.1)

where M11 M12

M21 M22

 :=

E11 E12

E21 E22


−1

(D.2)

Each element in the E-matrix blocks are computed using Eqs. (D.3) through (D.14).

For [E11],

E0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν1P̄
0
j (ν1)

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z1

dν1dψ̄1 (D.3)

Erm
jn,cos =

1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) cos(rψ̄1)

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z1

dν1dψ̄1 (D.4)

Erm
jn,sin =

1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) sin(rψ̄1)

∂(P̄m
n (ν1)Q̄m

n (iη1) sin(mψ̄1))

∂z1

dν1dψ̄1 (D.5)

For [E12],

E0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν1P̄
0
j (ν1)

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z1

dν1dψ̄1 (D.6)

Erm
jn,cos =

1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) cos(rψ̄1)

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z1

dν1dψ̄1 (D.7)

Erm
jn,sin =

1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) sin(rψ̄1)

∂(P̄m
n (ν2)Q̄m

n (iη2) sin(mψ̄2))

∂z1

dν1dψ̄1 (D.8)
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For [E22],

E0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν2P̄
0
j (ν2)

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z2

dν2dψ̄2 (D.9)

Erm
jn,cos =

1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) cos(rψ̄2)

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z2

dν2dψ̄2 (D.10)

Erm
jn,sin =

1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) sin(rψ̄2)

∂(P̄m
n (ν2)Q̄m

n (iη2) sin(mψ̄2))

∂z2

dν2dψ̄2 (D.11)

For [E21],

E0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν2P̄
0
j (ν2)

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z2

dν2dψ̄2 (D.12)

Erm
jn,cos =

1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) cos(rψ̄2)

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z2

dν2dψ̄2 (D.13)

Erm
jn,sin =

1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) sin(rψ̄2)

∂(P̄m
n (ν1)Q̄m

n (iη1) sin(mψ̄1))

∂z2

dν2dψ̄2 (D.14)

Notice that for [E11] and [E22], the equations are similar to those in Peters-He inflow

model [31] where closed-form solutions have been found. On the other hand, elements

in [E12] and [E21] have to be numerically calculated before use in real-time flight

simulations.

Next, the elements in the L-matrix are computed from Eqs. (D.15) through (D.26).

For [L11],

L0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν1P̄
0
j (ν1)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z1

dξ1dν1dψ̄1 (D.15)

Lrmjn,cos =
1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) cos(rψ̄1)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z1

dξ1dν1dψ̄1

(D.16)

Lrmjn,sin =
1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) sin(rψ̄1)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) sin(mψ̄1))

∂z1

dξ1dν1dψ̄1

(D.17)
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For [L12],

L0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν1P̄
0
j (ν1)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z1

dξ2dν1dψ̄1 (D.18)

Lrmjn,cos =
1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) cos(rψ̄1)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z1

dξ2dν1dψ̄1

(D.19)

Lrmjn,sin =
1

π

∫ 2π

0

∫ 1

0

ν1P̄
r
j (ν1) sin(rψ̄1)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) sin(mψ̄2))

∂z1

dξ2dν1dψ̄1

(D.20)

For [L22],

L0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν2P̄
0
j (ν2)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z2

dξ2dν2dψ̄2 (D.21)

Lrmjn,cos =
1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) cos(rψ̄2)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) cos(mψ̄2))

∂z2

dξ2dν2dψ̄2

(D.22)

Lrmjn,sin =
1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) sin(rψ̄2)

∫ ∞
0

∂(P̄m
n (ν2)Q̄m

n (iη2) sin(mψ̄2))

∂z2

dξ2dν2dψ̄2

(D.23)

For [L21],

L0m
jn,cos =

1

2π

∫ 2π

0

∫ 1

0

ν2P̄
0
j (ν2)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z2

dξ1dν2dψ̄2 (D.24)

Lrmjn,cos =
1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) cos(rψ̄2)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) cos(mψ̄1))

∂z2

dξ1dν2dψ̄2

(D.25)

Lrmjn,sin =
1

π

∫ 2π

0

∫ 1

0

ν2P̄
r
j (ν2) sin(rψ̄2)

∫ ∞
0

∂(P̄m
n (ν1)Q̄m

n (iη1) sin(mψ̄1))

∂z2

dξ1dν2dψ̄2

(D.26)

Similarly, closed-form solutions corresponding to [L11] and [L22] have been found in

Peters-He inflow model, while elements in [L12] and [L21] are precomputed numeri-

cally and stored in a lookup table indexed by wake skew function, Xskew = tan χmom

2
.

Numerical results for three-state coaxial rotor PPSIM [L21] corresponding to different

rotors separation distance (normalised by rotor radius) at various upper rotor Xskew
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are shown in Fig. D.1. Elements in [L21] relates upper rotor pressure coefficients on

the lower rotor inflow states under steady-state condition. An interesting thing to

note is that even at separation distance of 10 rotor radius (h̄ = 10) between both

rotors at very low advance ratios, upper rotor wake effects still have considerable

influences on the lower rotor. This is because PPSIM is formulated based on poten-

tial flow assumption where viscous effects are neglected. Hence, the flow does not

dissipate but continue to propagate downstream onto the lower rotor. However, as

wake skew angle increases, upper rotor wake is skewed downstream which reduces its

impingement area onto lower rotor disk. This effect can be seen clearly for the case

of h̄ = 10 where the elements stay close to zero for most of Xskew.

Figure. D.2 shows the variations of elements in [L12] with different lower rotor

Xskew. Here, [L12] relates upper rotor inflow states due to the lower rotor pressure

coefficients. Unlike the previous case, effect of lower rotor wake on upper rotor inflow

is very small. This is expected since the wake are washed downstream with minimal

interaction with upper rotor disk. Notice that at higher separation distance of 1.5

and 10 rotor radius, there is almost no interference effects on the upper rotor.
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Figure D.1: Precalculated elements in three-state coaxial rotor PPSIM [L21] corre-
sponding to different rotors separation distances, h̄
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Figure D.2: Precalculated elements in three-state coaxial rotor PPSIM [L12] corre-
sponding to different rotors separation distances, h̄
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